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PREFACE

This report gives the results, in detail, for a stagnation-line
analysis of the radiative heating of a phenolic-nylon ablator. The
analysis includes flowficld coupling with the ablator surface, equili-
brium chemistry, & step-function diffusion model and a coupled line
and coﬁtinuum radiation calculation. This report serves 4as the
documentation, i. e. users manual and operating instructions for the
computer programs 1isted in the report. Copies of the decks have been
transferred to Mr. James N. Moss, grant monitor, of the Langley Research
Center, and can be obtained from him or from the authors.

This report also served as carl D. Engel's dissertation require-

ment in obtaining a Doctor of Thilosophy degree in chemical enginecering.
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A parametric study of the stagnation 1ine shock layer was made.
The primary emphasis in the parametric study was to quantitatively
determine the cffects of ablation products and radiative energy
gransport on sur face heating rates. From this information coupled
ablator - shock layer solutions Were obtained. In addition, results
of the calculations vere studied to provide additional understanding
of shock layer processes. The radiation - 8% dynamic coupling is
shown to result in an asymptotic behavior of the shock stand-off
distance for shock layer pressures larger than 0.5 atmospheres.
other results indicated that the nondimensional ablation-rate
parametel alone 1is insufficient to correlate the nondimensional
radiative heating. The nondimensional radiative heating was found
to be & strong function of post shock prussure and frec ctrean
yelocity in addition to ablation ratc. Further, ablation products of
phenolic nylon were found to be least effective in absorbing radiant
energy in frequency 1evels below 5.0 ev. The continuum contribution
to the surface heating was found to be essentially unchanged by
jncreased ablation rate above 5 percent at a constant pressure and
was found tO increase as the post shock pressureé vas increased at
a constant ablation rate.

The radiative cooling parameter was found to correlate shock
layer radiative heating for no ablation and formed the basis of a
simplified calculation which was used to obtain stagnation line

heating rates: gufficient graphical information is given from this

xxi



method toO pernit hand calculations of radiative heating rates for
hyperbolic entry conditions. The use of the radiative cooling
parameter was succcssfuily extended to calculate heating rate
distributions around a bluff vehicle. No corresponding simple
correlation for radiative heating with ablation was found.

The effects of stagnation 1ine shock wave bluntness on the
sur face heating was studied for both the gtagnation 1ine and around
the body. In order toO assess the effects of initial shock curvature o
numerical methods for calculating the shock location around the body
were investigatod and a method is recommendcd. The results indicate
that this jnitial curvature significantly jnfluences the shock stand-
off distance and the surface heating rate.

The unigue contributrions of Lhis antIy analyeis are that all
ma jor processes have been ipcluded in one definitive analysis,
that improvcments in specific processes have been made where
appropriate, and that simplified models foTr specific processes
have been developed and used where they do not compromise the

results.
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Oour knowledge is the amassed
thought and experience of
jnnumerable minds.

Emerson - Letters and
Social Aims
CHAPTER T
INTRODUCTION
BACKGROUND
Man is basically curious about his surroundings. The Apollo 11
1anding of man on the moon in 1969 has in 2 concrete way increased
man's curroundings to include the solar system. This basic curiosity
is sufficient jtself to assure that there will be manned planetary
missions. The main scientific objectives for missions tO the planets

has been concisely stated by Trindlay, 1968 chairman of the Lunar and

Flanetary Lioplons Banrd of NASA, (Ref. 1.1). 7o learn more of the
origin and history of the solar systen and to explore the possi-
bilities that 1ife exist oY has existed in other parts of that system''.
The physical realization of manned planetary exploration will require
many technological advances. The goal of the research presented
herein is to contribute to the advancement of one technological area
which must be developed for a successful manned planctary mission.

Many of the technological developments required for a successful
manned planetaly mission were discussed and documented at the ATAA
meeting on Technology for Manned Planctary Missions held in New
Orleans in March 1968. Layton (Ref. 1.2) discussed the limitations
of the presently used chemical rockets and the undeveloped potcntial

of nuclear and electric rockets from the perspective of propulsion

requircments. Improvements qust be made in structural design and



synthesis (Ref. 1.3). Developments in hardware, software, man-
machine integration and other sub arcas of guidance and control
technology are required (Ref. 1.4). The reliability and length of
operation of present life support systems must be increased (Ref. 1.5).
Advanced communications hardware must be developed to accomodate
high data rates transmigtcd from interplanetary distances (Ref. 1.6).
The technologics for man-machine integration and experimental design
among others must be developed. Furthermore, planctary entry and
landing technology must be improved (Ref. 1.7). The vehicle

heating aspect of planetary entry is the technological arca of
concern of the present research.

The technology which must be developed for a successful manned
earth entry trom interplanetary travel 1o dictated by tho type of
interplanetary trajectory, atmospheric braking trajectory and
vehicle shape used. These trajectories determimne the type of thermal
environment, which in turn, determines the type and amount of heat
shielding required to adequately protect the entry vehicles.

Interplanctary trajectories are primarily determined by minimum
energy and transit time constraints. For a manned mission to Mars
two types of interplanctary trajectories are under consideration.
These trajectories consist of either a direct flight to Mars or a
Venus swing-by as f{1lustrated in Fig. 1.1 from Ref. 1.8. The swing-
by mission has two major advantages. First, additional scientific
information could be gained by a manned pass near Venus. Sccondly,

the entry velocity upon carth arrival is significantly reduced due
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Fig. 1.1 Representive Mars Missions (From Ref.
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to the encounter with the gravitational field of Venus. This is
i1lustrated in Fig. 1.2 from Ref. 1.7 for missions during the 1980
to 1999 period. Earth entry speeds are displayed for both direct
and Venus swing-by trajectories. The left edge of each bar in
Fig. 1.2 indicates velocities for trajectories optimized assuming
Mars atmospheric braking for capturc while the right edge indicates
velocities for trajectories optimized assuming propulsive braking.
The resulting entry velocities for cseveral planetary missions are
presented in Fig. 1.3. It is noted from Fig. 1.3 that the ecarth
entry velocity is between 11 and 19 km/sec for essentially all
migsions considered.

The earth arrival velocity from interplanetary trajectories
provides initial conditions for earth atmocopheric entry trajectories.
These trajectories are limited by heating, acrodynamic and deceleration
constraints. Due to human limitations & loading limit of nominally
10 g's (i.e. 10 times the earth gravitational force) is placed on
the possible entry trajectories. For a direct entry this trajectory
is called the under shoot boundary (Ref. 1.9). The aerodynamics of
the entry vehicle, determined primarily by body shape and weight,
establishes the size of the usable entry corridor. Furthermore, the
body shape has & significant effect on the gur face heating. Thus an
optimum vehicle shape is a compromise between maximizing manuverability
and minimizing the heat input to the vehicle.

The magnitude of the kinctic energy which is dissipated during

atmospheric braking 1is proportional to the velocity squared. Since
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the apparent velocity toward the vehicle is also volumetric flow rate
per unit area of streamtube toward the vehicle, it follows that the
energy f[low per unit arca, i.e. flux, toward the vehicle is
proportional to the velocity cubed. From the typical entry velocities
presented in Fig. 1.2 and 1.3 and noting that the Apollo lunar return
velocity is approximately 11 km/sec it 1is evident that the amount
of energy and energy flux is substantially higher for planetary
return velocities. Such velocities, which arec greater than the
earth escape velocity, are called hyperbolic since interplanetary
trajectory for kinetic energies of this magnitude result in hyper-
bolic shaped trajectories. The main concern, of course, is to
deternine the fraction of this kinetic cnergy which 1is transferred
to the vehicle's surface during atmospheric deceleration.

The present capabilitics of experimentally similating the
flight conditions anticipated during hyperbolic entry is illustrated
in Fig. l.4. This figure shows that present facilities are not
capable of simultaneously producing both high enthalpy and flow
energies. The problem of building a test facility which provides the
required energy flux and enthalpy is a major one (Ref. 1.7).
Alternately, free-flight model experiments could be performed, but
such experiments are very expensive and difficult to scale, Hence,
our knowledge would not be rapidly inereased cven if the high cost
were accepted (Ref. 1.10). These are the reasons why there has been
and will continue to be a considerable reliance placed upon
analytical techniques to predict atmospheric entry heating and the

resulting surface material response.
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THE VISCOUS HYPERSONIC SHOCK TAYER PROBLEM

In this work the interaction of the stagnation region flow-
field and an ablative protection system of vchicles which experience
a hyperbolic atmospheric encounter is analyzed. The analysis is
aimed at resolving major uncertainties in the current state of
knowledge by systematically examining the effects of radiation,
viscous coupling and ablator coupling. These effects are measured
in terms of the heating rate to the ablator surface.

The processes which govern the heat transfer rate to a blunt
vehicle in a hypersonic flow are, for the most part, contained in
a layer adjacent to the vehicle. This shock layer formed by a
blunt body in a hypersonic stream is shown in Fig. 1.5. The
radiating snock layur (winitc raogion) ig the thinnest in the nose
region where the highest heating rates are experienced. For
protecction from the high heating rates encountered during entry an
ablator will be used. An ablator is a surface material which absorbs
heating loads by changing phase and mass loss thus reducing the
transmission by conduction to the interior of the protected material.
In terms of weight cfficiency for entry deceleration an ablator
protection system requires 10 to 50 times less entry vehicle weight
than would be required by either nuclear or chemical propulsive
system (Ref. 1.11). Vehicle weight minimization is quite important
since one pound of re-cntry spacecraft weight requires approximately
300 to 1000 pounds of launch vehicle weight (Ref. 1.11). Many types

of ablative materials are available which could be used for vehicle



Fig. 1.5 (Next page this location)
Photograph of a blunt body in a multiple arc
jet wind tunnel showing the ionized shock
layer about the body. (Mach no. ~ 7)
Courtesy of: T. A. Barr, Jr., U. S. Army
Missile Command, Redstone Arscnal, Alabama,

1969.

Fig. 1.6 (Next page this location)
Photograph of a cross section of a phenolic-
nylon ablator. Courtesy of: C. W. Stroud,
NASA TN D-4817, 1968.
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protection. Typical of the better materials is the charring phenolic-
nylon ablator (Ref. 1.12). Fig. 1.6 presents a photograph of a cross-
section of a phenolic-nylon ablative composite which has been

exposed to a severe heating cnvironment and which decomposed to a
char of porous carbon and low molecular weight gases. This type of
ablator protects the vehicle not only by subliming the char, but

also by acting as a heat sink, by transpiring high energy gases

which reduce convective heating, by reradiating from the char
surface, by reacting exothermically and by blocking radiation from
the shock layer. These ablator processes arc intimately coupled

with the shock layer processcs. Thus to determine the amount and

type of ablator to use for entry protection a quantitative under-
standing of poth the shock Laycs ond cblator waosponee is needed.

The major mode of encrgy transfer to the surface for entry
velocities above 11 km/sec is by radiation as illustrated in Figure
1.7. This figure shows that, for typical flight conditions of
jnterest, the convective heat transfer coefficient is essentially
independent of velocity whereas the radiative coefficient increases
rapidly dwarfing the convective coefficient for the higher velocities.
The principle reason for the high radiative transfer is the elevated
temperatures experienced in the shock layer (i.e., on the order of
ISOOOOK) for typical flight conditions.

Figure 1.8 presents a schematic of the important regions in a
ablation coupled shock layer. The outer region of the shock layer

primarily consistsof high tempcrature radiating air which was heated

11
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by the prececeding bow shock wave. Some of the radiation is emitted
directly away from the body and, if not absorbed is lost through

the shock wave. The radiation loss reduces the temperature in the
shock layer and thus reduces the radiative flux. This description
excludes the consideration of radiation absorption by the free-
stream gas called precursor radiation. Further, the radiation
emitted from the hot air region is partially absorbed by the cooler
air and ablation species and the remainder is absorbed by the ablator
surface. Some of this energy to the surface is reradiated into the
shock layer and the remainder 1is absorbed by the ablator surface.

For large ablation rates (i.e. 20% of the free-stream flow rate)

the region near the body as well as the near shock region 1is inviscid.
The convective heating rate 1s muci SmaLllel caal sadicated in Fig.
1.7. A viscous region exists between these two inviscid regions in
which several important processes occur. In the viscous region
energy 1is transferred by viscous dissipation and gaseous conduction
in addition to radiation. Moreovel, species concentrations change
quite rapidly due to diffusion and the large temperature change in
the viscous region. The schematic in Fig. 1.8 is for a case of large
ablation rates; however as the ablation rate 1is lowered the viscous
region becomes attached to the sur face. In this situation convective
heating to the sur face becomes a more significant heat transfer mode
to the ablator. Furthermore, the effects of air species diffusing

to the surface and a consequential inhomogenuous surface reaction
become probable. In addition to thecse processes, it is noted that

as a particle flows away from the axis of symmetry (i.e. the



15

stagnation 1line) it is accelerated, its temperature is reduced and
the pressure decreases. Consequently the heating rate to the surface
decreases.

The region near the stagnation 1ine experiences the most severe
environment and thus is the most critical region in a design analysis.
Fortunately, the conservation laws which describe the stagnation
line region are mOTe simple than those which describe the entire
shock layer. Therefore, their solution provides a succinct and
conservative characterization of the cntire shock layer for a
given set of flight conditions. Numerous researchers have mathema-
tically modeled the nearl stagnation region processcs in various
degreces of completeness during the past ten to fifteen years-
Recencly tnree LevicWw papers rmef, 1.7, 1,14, and 1.15) have becen
published which discuss the profusc amount of work which has been
done. Consequently only some of the most current work which 1s
pertinent to this research will be reviewed.

geveral recent papers (Ref. 1.15, 1,16, and 1.17) present
solutions tO the blunt body flow problem which include line and
continuum air radiation coupling and assume the entire shock layer is
inviscid. Page et. al. (Ref. 1.13) present stagnation point
radiative and convective heating rates for various shock layer
pressures and thicknesses. The effects of ablation products are not
included. Olstad (Ref. 1,16) calculated radiative heating rate
distributions using an inverse method (i.e. specifying the shock
shape and computing the body shape); this me thod describes non-

stagnation line regions only. The shock layer was assumed to
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consist of an inviscid air and inviscid ablation layer, although air
properties were used in the ablation layer. The radiation model
used included line and continuum mechanisms and was coupled to the
flow field solution. Chin (Ref. 1.16) assumed the stagnation line
shock layer flow could be divided into a inviscid air and an inviscid
ablation layer. Computationally cach of these layers were divided
jnto six sublayers. The coupled radiative heating rates were
computed with a model which contained 1ine and continuum mechanisms
of air and ablation products. A carbon-phenolic ablator was coupled
to the flow-field analysis by assuming cquilibrium sublimation.

In order to determine the shock layer processes more precisely,
many researvchers (Ref. 1.18 to 1.24) have included viscous effects
in their fiow-iield models. wilscn (Ref. 1,19\ rencorted etagnation
jine solutions of fully coupled viscous, radiating shock layers
including specified ablation injection. The momentum equation was
solved by finite differences using two methods. One method 1is valid
for small mass injection rates whereas the second is valid for large
rates. The effect of radiation blocking by carbon-phenolic ablation
products was studied. Shock layer clemental compositicns were
determined using a single species equation for ablation products
diffusing into air. The radiation model used contained line and
continuum radiative mechanisms for C, H, O and N atoms. A limited
number of solutions were presented. Rigdon et. al. (Ref. 1.19)
presented geveral viscous, radiation coupled stagnation line solutions

which included cases for specificd carbon phenolic ablation rates.
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The viscous stagnation line momentum cquation was solved using an
initial value technique which was started at the stagnation point.
The integration was then carried out toward the body and toward the
shock. The radiative model used included line and continuum
mechanisms of air and ablator species. A species equation was
solved using an cffective binary diffusion cocfficient for diffusion
of air into ablation products. The:éffeéts of precursor radiation
were examined. smith et. al. (Ref. 1.20) reported solutions for a
quasi—steady respoase of a phenolic—nylon ablator to & flow-field
solution which was broken into two regions. The outer air region
was analyzed as an inviscid region using a one strip integral method.
The inner ablation layer was analyzed using two techniques. For
small ablation rates & boundary 1ayT¥ solution woe weed; whereas for
large ablation rates an integral sethod was uscd. No radiation
coupling betucen air and ablation layer was considered. The radiation
model used included various 1ine and continuum mechanisms for atoms,
jons and molecules excluding line mechanisms for C and H atoms.
Heating rates foT the stagnation point and around the body along a
trajectory were presented. Engel and Spradley (Ref. 1.21) presented
stagnation point radiative heating rates for a typical hyperbolic
entry trajectories using a radiation model which contained only
continuum mechanisms of air. The viscous momentum equation was
solved using the integral technique of Hosghizaki et. al. (Ref. 1.21)
which is limited to low ablation rates. The ablator response and
resulting estimated heat shield weights were computed using the calcu-

lated cold wall heating rates in an uncoup led manner.
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Other viscous analyses which endeavor to define the
effects of finite rate chemistry and multicomponent diffusion in
the shock layer, have not included radiation (Ref. 1.23 to 1.26).
Adams et. al. (Ref. 1.23) present results for chemical nonequilibrium
inviscid and laminar viscous flow over spherically blunted cone
geometries. The calculations were made for flight velocities and
altitudes where radiative transport is negligible. The chemistry
was restricted to air species and injected species of argon, helium
or carbon dioxide. Multicomponent diffusion was discussed; however
no results were presented. For the cascs studies the influence of a
noncatalytic wall with mass injection significantly reduced the
convective heat transfer. Davy et. al. (Ref. 1.24) presented
solutions oi the multiconpounent, reacting, stagnation-pcint beoundory
layer with chemical equilibrium. A comparison with binary solutions
was given. A nitrogen or air external stream with injection of
hydrogen or & mixture of hydrogen and argon were the chemical systems
studied. The results presented indicate that the H2 and H species
compositions computed with multicomponent diffusion were the only
species that significantly deviated from their binary solution. Liu
(Ref. 1.24) studied the finite rate chemistry cffects in injecting
hydrogen into air at an axisymmetric stagnation point. The hydrogen-
air chemistry system was restricted to low stagnation temperatures
where ionization does not occul. Liu demonstrated the difficulties
associated with the chemistry of these {lows but did not propose &
gencral solution. Blottner (Ref. 1.26) investigated a finite-

difference method and a nonlinear overreclaxation method for solving
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the stagnation line viscous blunt body problem. A seven specics air
mdel was used to study nonequilibrium chemistry cffects. Results
were presented for flight conditions where radiative transfer is not
jmportant. Numerical studies indicated that the finite difference
procedure converged more rapidly than the nonlinear overrelaxation
method.

The studies reviewed represent the best currently available.
Unfortunately no single analysis includes all of the important
effects of radiation and ablator coupling although many of the analyses
adequately account for certain shock layer proccsses. The inviscid
analyses lack the generality of being applicable to small ablation
rates. With the exception of Chin (Ref. 1.16) the inviscid analyses
have not adequately accounted for ablativa product 2ffeocts in the
shock layer. Unfortunately Chin's results do not include all of
the important line radiation mechanisms. The viscous analyses,
which are by and large the best, are limited by either numerical
difficulties or computation time in addition to incomplete radiation,
flow-field or ablation models. The main limitations of Wilson's
(Ref. 1.18) analysis are the lack of molecular radiation and
numerical difficulties with the momentum equation. The analysis of
Rigdon et. al. (Ref. 1.19) includes the most detailed radiation
model which unfortunately consumes excessive computation time and
this analysis has not been used to study ablator coupling. The other
viscous analyses reviewed do not include as many important ablator-

shock layer processes as the two just discussed. The third group of



papers reviewed did not include radiation transport cffects which is
the main heating mode being studied. These papers are helpful in
deciding how the particular processes examined might be handled
numerically and in understanding the role that finite rate chemistry
or multicomponent diffusion might play in the shock layer.

In surmary, the studies revicwed are inadequate in varying
degrees. Further, the analyses which are complete enough to define
some shock layer processes have not been used successfully to define
many cause and cffect relationships. Consequently many questions
remain unresolved. The most important of these questions are:

1. Under what conditions, if any, can the shock layer be
trecated as inviscid?

2. 1Is molecu':r radiation important and if so what molecules
contribute?

3. low effective is ablation in reducing the heating rate to
the surface?

4. What are the ablation rates which correspond to the
estimated shock layer heating for vavious flight conditions?

S. What is the error introduced into analyscs by assumptions
made in the flow-field model? For example, shock shapes.

6. Can the shock layer heating process be correlated in a
simple manner with any shock layer parameters?

In addition to the uncertainties remaining in current heating
analyses, there is a significant uncertainty in the basic data used
in these analyses. Scveral major areas where basic data is not
precisely known are:

1. Gaseous radiation data

2. Surface emissivities

20
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3. Sublimation temperatures

4. High temperaturc transport properties

Using the 1968 state of the art as a basis, the estimated heat
shield weight would account for 12 to 24 percent of the total
vehicle weight for a 50,000 ft/sec entry velocity trajectory
(Ref. 1.27). The 12 percent range of uncertainty in the total
weight is due directly to uncertainties associated with defining
the flow-field and ablator behavior for various vehicle shapes. A
detailed study of uncertainties duc to incomplete analyses and a
discussion of the cffects of uncertainties in available data wvere
made in an attempt to reduce them. This document describes this
study.

PRESENY KESEARCH ObJECTIVIS

The overall objective of this rescarch is to develop the
capability to accurately predict the performance of ablative thermal
protection systems when cxposed to aero-thermal environments such
as those encountered by planetary atmospheric probes and return
vehicles from interplanctary missions. Emphasis is placed cn
diminishing some of the unccrtainties presently existing in ablative
thermal protection design. Speccific research objectives are:

1. Investigate the interaction of the stagnation region and
around the body flow-field and ablation protection system.

(a) Develop the governing equations from a general
property balance and systematically point out
the assumptions made in obtaining the equations
to be solved.
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(b) Describe mathematically the various levels of
approximation which may be introduced into the
equations describing the shock layer flow.

2. Calculate the stagnation flow-ficld with the use of a
radiation transport model which does not impair the
accuracy of the best available radiation property data.
Emphasis is placed on making the resulting program an
engineering tool.

(a) Develop a numerical method to solve the momentum
equation which is stable and equally valid for
large and small ablation rates.

(b) Determine a procedure for evaluating the relative
contribution of molecular spccies radiation and include

the ones necessary for an accurate radiation calculation.

(¢) Examine numerical simplications for the species
equation.

3. Perform parametric studies on entry velocities, altitudes
and vehicle shapes, and then determine if a more simple
empirical model could be usad to reprecent the results

ol these dotailed caleulationna,

(a) Examine the cffects of ablation at various rates
to determine cause and effect relations.

(b) Obtain coupled ablator-shock layer solutions for
various flight conditions.

(¢) Exemine parametrically the effects of stagnation
line shock bluntness on surface heating rates.

(d) Determine the importance of molecular species
radiation in effecting the surface hecating rate.

In general, the research reported in this dissertation is a
study of the uncertainties which exists in entry heating analyses.
Furthermore, it is a definitive study of the thermal radiation

which occurs during such entries.
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CHAYTER 2

DEVELOPMENT OI' GOVERNING EQUATIONS

As with most physical problems, the flow about a blunt body
entering the earth's atmosphere obeys the conservation laws of mass,
momentum and energy. The equations representing these laws for a
multicomponent, radiating, chemically reacting fluid in an inertial
refercnce system arc derived using a gencral property balance approach
in Appendix A. Following the derivation, the conservation equations
are written in time independent vector form from which they are written
in general orthogonal coordinates. In the third section of Appendix A
the conservation equations are written in orthogonal body oriented
coordinates for apnlication to the blunt body flow problem. 1In this
chapter these equations are simplified using physical arguments and
order of magnitude assessments. Care is taken to indicate the
approximations made throughout the development.

THIN VISCOUS SUHOCIK LAYER TQUATIONS

In order to determine the proper mathematical model to describe
the flow-field developed by a blunt body moving at hypersonic
velocities, one must assess the behavior of the gas that the vehicle
will encounter. Fig. 2.1 based on the work of Ref, 2.1 presecnts
the flight regimes which are encountered by a body during atmos-
pheric entry. The regimes can be grouped into two gasdynamic
domains - continuum and noncontinuum. IHayes and Probstein, Ref. 2.2,

demonstrate the continuum domain can be divided into five regimes:

26
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(1) classical boundary layer, (2) vorticity interaction, (3) fully

viscous, (4) incipient merged layer, and (5) fully merged layer.

The behavior of the gas flowing over a body in the five continuum

regimes can be described using the equations developed in Appendix A,

Let us consider further the characteristics of fluid flow in the

five continuum regimes,

1.

Boundary layer regime: The classical boundary layer
equations are a valid approximation of the viscous effects
for high Reynolds numbers corresponding to lower altitudes.
Viscous effects dominate near the wall in a region which

is small compared to the shock layer thickness. Vorticity
generated by shock curvature is therefore negligible thus
not affecting the boundary layer flow.

Vorticity interaction becomes important at lower Reynolds
numbers where shock generated vorticity becomes significant
in respect to viscous effects necar the body. Here the outer
region of the shock layer, usually considered the inviscid
layer, becores coupled through momentum transport to the
higher shear region near the body, usually thought of as

the boundary layer. The high shear region near the body is
also larger than that experienced at higher Reynolds numbers.
Viscous layer Regime: Viscous effects from the body inter-
action are spread throughout the shock layer (i.e., the
boundary layer and shock layer thicknesses are of the same

order). This occurs at lower Reynolds numbers and
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correspondingly higher altitudes than does the vorticity
interaction regime. Viscous dissipation at the shock is
still small in comparison to dissipation at the body. This
condition is true so long as the ratio of the mean free
path behind the sheck over the shock layer thickness is
much smaller than the squarc root of the density ratio
across the shock wave, Ref. 2.2 This implies that the
Rankinc-Hugoniot shock wave equations are valid for deter-
mination of shock layer boundary conditions.

4. Incipient merged layer regime: The incipient merged layer
begins when dissipative effects at the shock are significant.
The shock wave is thin relative to the shock layer thickness
but the Rarkine~lugeniot relatfions muct be medified to
account for viscous effects at the shock boundary.

5. Fully merged layer regime: At higher altitudcs and low
Reynolds numbers a distinet shock does not exist. The free
stream mean free path over the major body radius is approxi-
mately one or less. The flow behaves continuously from the
free stream to the body. Above this altitude range continuum
concepts are no longer applicable and the flow goes through
a transition to free molecular flow.

The foregoing discussion of the five continuum flow regimes

follows in part the reasoning of Hayes and Probstein, Ref. 2.2. This
reasoning was based upon the assunmption that radiative energy

transport and ablative mass injection were negligible. In the present
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development these two effects are the primary flow field-body inter-
action mechanisms which are to be assessed. Fig. 2.1 shows the flight
regimes where radiative heating to a one foot spherical body becomes
significant. For the most part, significant ablation rates arc also
encountered in these regimes when using present day charring ablators
such as carbon phenolic or phenolic nylon. Therefore, let us make
additional observations about the flow characteristics in these
continuum flight regimes where the effects of ablation and radiative
energy transfcr in the shock layer arc important. 1In proceeding,
our attention will be restricted to the first three flight regimes,
where the heating rates to a vehicle's surface arc the most significant.
Significant radiative energy transfer has several important
effects on the shock layer behavior. First, radiative transfer
couples the energy equation and thus the thermal boundary layer over
the entire shock layer. This is apparent by recalling that the flux
divergence term in the energy equation is evaluated by an integration
over all space in the shock layer. This effect has been demonstrated
by several authors including Ref. 2.3 and 2.4. Further, the thermal
boundary layer exists from the shock to the body for all three flight
regimes in the radiative coupled domain. Secondly, radiative energy
transfer produces nonadiabatic or encrgy loss effects. Principally,
radiant cnerygy is lost through the transparent shock wave. Thirdly,
the effect of radiative transfer in the shock wave is coupled through
the encrgy equation to the momentum equation. Although this coupling

effect is not altogether negligible, it docs not change the conclusions
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obtainced about momentum transfer in the shock layer in the first
three flight regimes. Therefore, even though the viscous effects
may be approximated through boundary layer concepts with possible
modifications of edge conditions in the vorticity layer regime, the
energy transport occurs over the entire shock layer. In the viscous
layer regime both viscous and energy transport arc significant over
the entire shock layer.

Appreciable mass injection rates of ablation products results
in additional effects on energy and momentum transfer within the
shock layer. High mass addition rates tends to enlarge the region of
shear dominated flow near the body. Libby, Ref. 2.5 showed experi-
mentally and theorctically that in the boundary layer regime,
boundery laver concepts could be applied vhen mass injection or
suction rates were quite large. This study did not include the
effects of radiation, but since energy transport does not change
the character of mowentum transport these conclusions are also valid
insofar as momentum transfer is concerned for radiative coupled
shock layers. Mass injection has other effects such as reduction of
shear at the wall, Ref. 2.4, and reduction of heat transfer at the
wall, Ref. 2.4, 2.5 and many others. These effects although of great
importance do not change the basic characteristics of momentum or
encrgy transfer in the shock layer.

We may conclude that for flight conditions in the radiative
coupled domain where ablation rates are also significant, the character

of the momentum transfer is essentially the same as without these



effects, However, the characteristics of energy transfer are
significantly different in that the entire shock layer must be
considered in all threce flight regimes.,

With the foregoing statements ag background the problem which
we wish to solve can be stated. The basic conservation equations
stated in Appendix A are appropriate to describe the flow of a
continuum Yeacting and radiating gas mixture over a blunted surface
when thermodynamic equilibrium existg. For the present work, we will
determine the reduced sect of equations which describe the flow in g
shock layer over a blunt body when the outer boundary of the shock
layer is a shock wave described by the Rankine-Hugoniot equations,
Thus the equations governing the flow in the shock layer will ba
applicuble to the three higher Reynolds number regimes both in and
out of the radiation coupled domain., The Prime coucern and motivation
for obtaining this set of equations is to describe the heat transfer
mechanisms which Produce surface heating such that surface heating
conditions can be predicted by numerical calculation,
Order of Maecnatude Analyses

In order to determine the appropriate set of equations which
realistically approximate the flow situation just described, an order
of magnitude assessment of the terms in the basic conservative
eéquations is needed, This is pProperly carried out by first nondimen-
sionalizing the conservation equationsg, The following nondimensional

variables are introduced,

32



£ == y = ey TR
w [o]
% * * *
p = L‘}—_ Bo= ” E A= A x 6 = -6_7':‘
pco,O |'LS ,0 LIIS 0
r*  apa _ P _ H*
r = L% w = y*R¥ P = — 3 H = T
p (UX) s
(2.1
h = E; h = h¥ where HY = "U""2 )
TR h Eh
s s
Sy ¥ : %
%= 1Ay Ty i | - AR
M, - K UJ. ‘V‘ "‘ * . — IV e -
i pru” i mem R,x p*(Uk)3
© (=]

, 3 AD, 3 D, oo
3y p;(Um) X 0 (Um) y o (Um)
where
X . 9 B < =9 A
AR,X - 6\*(1 qR,x) AR,y By*(r VqR,y)
* _ _a__ L“A i & _ a y -
Ap,x = ol qD,X) AD,y ———ay*(r y_(lD’y)

It should be noted that the equations in the Appendix A are in
dimensional form. In this chapter a superscript * will denote
dimensional variables unless it is explicitly stated otherwise.

The dimensional global continuity equation is:
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Using the dimensionless variables stated in Eq. 2.1 the above equation

may be written as
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From Eq. A.78 the dimensional species continuity equation is:
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Units of the terms in Eq. 2.5 are mass of specie i per mass of
mixture.
Substituting Eqs. A.86, A.88 and A.89 into Eq. A.84 yields

the dimensional x-momentum equation:
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The y-momentum equation can be stated in dirensional form from

Eqs. A.85 - A.89
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Introduction of nondimensional variables into the y-momentum
equations follows the same procedure and pattern as in the x-momentum

equation. The resulting nondimensional y-momentum equation is:
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Using Eqs. A.90 with A,86, A.87 and A.89 the encrgy equation

can be written in dimensional form:
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*
where the diffusional and radiative flux divergence terms, A, are

defined in Eq. 2.1l. Substitution of the nondimensional ratios from

Eq. 2.1 yields
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Introducing the Reynolds number the nondiwensional energy
equation can be written:
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Having stated the nondimensional conservation equations we are
confronted with the problem of estimating the relative magnitude of

the terms in each equation.
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According to the results of Hayes and Probstein, Ref. 2.2, the
gas behind a beow shock of a hypervelocity vehicle is a continuum
for frecstream Reynolds numbers greater than 100 based on principle
body radius. Further, the standoff distance nondimensionalized by
body radius for flight Reynolds numbers greater than 100 has been
shown, Ref. 2.2 and others, to be approximatedly equal to the
density ratio across the bow shock. The density ratio for hyper-
sonic Mach numbers is of the order of one tenth and less for
dissociating gases. These stated relationships can be expressed

as follows:

ata
«

R > 100, & ~ p s .10 (2.13)
e R" -

Since we arc concerncd with a thin layer with respect to the body
radius, Prandtl's concepts for the relative order of magnitude of
terms in the conservation equations can be employed. Following the
procedure given by Schlichting, Ref. 2.6, the relationships for the

relative order of nondimensionalized terms may be written.
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Using the above estimates the relative order of magnitude of

the terms in the four conservation equations have been determined.

Global continuity
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At this lower limit on Reynolds number, let us drop all terms of
order-—p2 and higher in all equations except the y-momentum equation.
In the y-momentum equation terms of order Ez are retained for a
specific reason. Along the stagnation line, § = 0, the u conponent
of velocity is zero. Thus the y-momentum equation is of one order
lower at £ = 0. It is appropriate in this case to consider terms of
two orders of magnitude in this equation namely E and ;2. The
resulting conservation equations are presented in Tab. 2.1.

At € = 0 the y-momentum equation, Eq. 2.23, has terms which are
of order ; and 52. Two terms which can be dircctly eliminated from
this equation when u = 0 at £ = 0 are indicated by arrows.

The simplified set of conservation equations, Eqs. 2.15, 2.20 -
2.24 form a set of partial differential equations (neglecting the
radiative terms) which are valid for Reynolds numbers greater than
100. It is obvious that the terms which have been dropped due to
order of magnitude reasoning become less significant as the Reynolds
number is increased. These '"thin shock layer' equations are the same
as second order boundary layer equations with curvature terms and
are valid for continuum flow of the viscous, vorcity, and classical

boundary layer regime.
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To this point little has been said about the bulk viscosity which

appears in the ) term in the momentum and energy equations. This has
been done for the sake of generality. However, to interpret the
pressure in our equations as the local thermodynamic pressure Stokes'

postulate



TABLE 2.1
LISTING OF CONSERVATION EQUATION WITH

ORDER ASSESSIMENT RESULTS

Global continuity:
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Species continuity:

o(1] of1] of1]
Ay = - G ~ A
ag(r pc.u) + ay(:.r oC . V) 50 3 ) ey (2.20)

€ - momentum:

o[1] o[1] ol p]
A Qu ~ A du A P
pT U 3t + pur v oy + pur uv + U SE
1 7 r 1N r 17
— — =
(51 45 d2

Y p p

1 ~ A DUl A

u\
'Riavuay) 5 Gatuw) e gy )

45



TABLE 2.1 (Cont.)

y - momentum: (o f;] and larger terms)
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TABLE 2.1 (Cont.)

y - momentum: (0 [p] and larger terms)
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Energy:

TABLE 2.1 (Cont.)
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) *
2y + 3 = 0 (2.25)

mast be accepted. The bulk viscosity E is a direct indication of the
departure of the mcan pressure from the thermodynamic pressure
expressed by the equation of state Ref. 2.7. Further, Laitone Ref.
2.7 points out that by accepting Stokes postulate for compressible
flows we are at best restricted to monatomic gases. This appears to
be a rather stringent assumption until one examines the type of
behavior a polyatomic gas must exhibit to significantly deviate from
monatomic behavior. To a first approximation the bulk viscosity

E characterizes the dependence of pressure on the rate of change of
density Ref. 2.8. Gases which exhibit showly excited internal
degrees of freedom (i.e. rotaticnal or vibrational) in flows which
have rapid changes in the state of the fluid, the pressure cannot
follow the changes in density and differs from its thermodynamic
equilibrium value. Thus, acceptance of Stokes' postulate for bulk
viscosity is consistent with our basic assumption of local thermo-
dynamic equilibrium used throughout this development. Henceforth,

we will use
9
A = - 3 m (2.26)

in our equations. In thin shock layer equations Stokes' relation
is neceded only for the y-momentum equation. The order analysis has
eliminated all terms containing X in both the x-momentum and energy

equation.
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Plane Slab Radiation Approximation

In addition to the simplifications from the order of magnitude
analysis, further simplification of the radiative f{lux divergence
term in the energy equation is necessary in order to solve the set of
integro-partial differential equations in a practical manner. With-
out additional simplification the conservation equations are elliptic.
Two assumptions are made here in order to evaluate the radiative flux
divergence term AR,y .

. The shock layer geomctry is approximated locally by an

infinite plane slab.

. The shock layer is assumed to be locally one-dimensional in

that radiative transport characteristics vary only across
the infinite plane slab.

It has been shown that this one-dimensional plane slab model
can be used in obtaining quantitative valid results, Ref., 2.9.
Further, this medel identically satisfies the order of magnitude
analysis which dropped AR,x' The mathematical development of this
model follows that presented by Spradley and Engel, Ref. 2.10, with
the exception that boundary conditions are left general following the
work of R. and M. Goulard Ref. 2.11.

We note that dimensional equations will be used throughout the

rest of this section without the superscript * notation unless the

superscript is needed for clarity.
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Let us consider the radiative transfer Eq. A,28.

—— 4+ 0. -« vI = g (B - 1)
v v Vv v

Following the steady state assumption let

Thercfore our transfer equation can be written

Q, = -g (I - B 2.2

0 - VL, o, (T, v (2.27)
By imposing the one-dimensional approximation, the radiative transfer
equation for the y-direction may be written

/~ dIv\ ,dIv

355 G e Y ey (1 -3 2.28
(C 37 Uay )y ub(& o) (2.28)

\'% v

where f = cos ¥
For the one-dimensional problem the absorption and emission charac-
teristics vary only in one direction, y. This fact is sufficient
informition to solve Eq. 2.28 for the specific intensity by integration
in y. We will see later that although the specific intensity is
evaluated one-dimensionally the radiative flux and flux dgivergence
must be evaluated over all space. Consequently the flux divergence
is integrated over an infinite plane slab which has the same intensity
variation across the slab at any station down the slab.

In order to clarify the solution of Eq. 2.28, Fig. 2.2 is

presented. From Fig. 2.2 we observe
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dy = cos Y ds = fds (2.29)
By defining the optical depth as
T =J o, dy (2.30)

and using Eq. 2.30 the radiative transfer equation can be

rewritten

dI
v

dr - Iv - Bv (2.31)
v

The radiative transfer Eq. 2.31 can be solved formally by using the

variable coefficient method:

I, =C(r) exp (7,/1)

Substitution of the above relation into Eq. 2.31 and solving for

the function C(Tv) yields

-
v
= - -+ o (- —_
Cr)) = Cla, ) + | By exp (- 7/Dd 5 (2.32)
Thus the general expression for the specific intensity is
T
N v,2 dn
IV = C(Tv,l’ Tv,z) exp (Tv/f) exp (Tv/f)J Bvexp(-wv/f)}— (2.33)
T
v,1

Splitting the integration into two parts and evaluating boundary

conditions yields

where



T aT
R A N N R SV R
T
VoW (2.34a)
+ 1.7 ) - ( )/ 1)
v Tv,w exp A~ Tv,w Y,
- rTv s ~ d$v
Iv =* J ’ Bv exp (- (TV— TV)/f) ~7T
T
v (2.34b)
+ Iv- (Tv,s) exp (- (Tv’s - TV)/f)

The above equations describe the radiation field in terms of
temperature through Planck's function Bv for a nonscattering gas.

e - +
The quantities IV (TV S) and Iv (Tv

w) are boundary conditions and
3 3

the exponentials represent attenuation over optical path length.
Using Eqs. 2.3% for the specific intensity, the radiative flux
and flux divergence may be evaluated. Recalling from Appendix A,

Eq. A.22, radiative flux term can be exprcssed as

qR(r) = Jo Jo IVQ1 dq dv (2.35)

For the geometry under consideration the unit vector Ql can be

replaced by the direction cosine f . From Fig. 2.3 we note that

d = sin Y dY d»
and

f =cos Y

52
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Fig. 2.2 Radiating Slab Nomenclature

Fig. 2.3 Radiating Slab Geometry
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Therefore

n = - df d® (2.36)

Substitution of Eq. 2.36 into 2.35 yields

© 1 2n
= - I def df dv (2.37
qR,y IO J_ JO v / f )

Simplifying for the one dirensional case by integration in d? yields

o 1
Gy = - 2 jo J_l If df dv (2.38)

It is convenient to split the integration in Eq. 2.38.

1
+ e+
= 2 I :
qR,y,v T JO v féf
(2.39)
- o1 -
q_} = 211 ! I fdf
K,Y,V J v ’
0
Thus the monocromiatic heat flux is the
= + -
qR’y3v qR’y’v qR>Y:V
Substituting Eq. 2.34 into 2.39 yields
T ~
+ - - v - _ -~
qR:y »V 2 \[ BVEZ(TV TV)dTV
Tv,w
(2.402)
+
+ -
2qR,v(Tv,w)E3(Tv,w Tv)
- "Tyv,s
qR,y,v B J BVEZ(TV Tv)dTv
Ty
(2.40b)

+ zqR,V(TV,S)E3(TV,S B Tv)
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where the direction cosine, f, dependence is expressed in terms of the

exponcential integral function of order n.

E = J 2 exp (~t/f)dE (2.41)

Let us examine the radiative flux equation given in the third
section of Appendix A.
qR,y = J o~ ] Qb(aﬂBv - I Iv(r)dQ/dv dy (2.42)
y(xy) “0 0

Differentiating with respect to y we obtain

oq n® 4
_ R,y :J ” <sz - f I dQ)d\) (2.43)
ay 0 v v uO v

vhich is the radiative flux divergence in the y divection. In our

encrgy cquation, Eq. 2,24, we have the term

D A
A - O
R,y By(zr qR,y)

Duc to the one-dimensional planar slab approximation this term will be

represented by

~D
aq ~

_a_ A - ~ A Rzl w T
By(;r W,y T Ty T iB{f/_§§—

As a result of this approximation, an evaluation of Eq. 2.43 is

s

sufficient to describe the radiative transfer influence in the cnergy
equation.

In order to evaluate Eq. 2.43, the intensity at a fixed point y
and in a direction defined by 7 and f is integrated over all solid

angles. Substituting for the solid angle, the integration for a



one-dimensional plane slab can be readily carried out.

aqR —aY J ( 3 Ivdf - by Bv>dv (2.44)

where the inner integral is

- ) (3 =T ) A
Frasr -1 oy on (557) £
v,W
j I (1t ) exp (L(l\i;ﬁi—y‘)->df
(2.45)
(7 as

v Tv) v
f > def

T -T
- v,e Vv
+ JO Iv (T Tu.s ) exp (————L;-——/df

Eq. 2.45 can be simplified by interchanging the order of integration

as substituting the exponential integral function.

(2.46)
P'V,S, oA L
+JT thl(TV .v)dT

—IV- (TV )r (TV-TV S)

Substituting Eq. 2.46 into 2.44 provides an expression for the

radiative flux divergence in a one-dimensional slab.
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oy - 2m Q&L BvEl(Tv'Tv)dTv
0 T
v,w
+
E -
+ Iv (Tv,w) Z(Tv Tv,w)
(2.47)
TVS ~ .
[Vt R (et
vl v v
Tv
_ . ] ) -
+ IV (Tv,s) Z(TV,S TV) ZBVJdv
where the exponential integral function En has the following
characteristics:
En(t) = En(-t) for n=1, 3, 5, 7, «..
(2.48)
En(t) = - En(—t) for n = 2, 4, 6, 8, ...

Eq. 2.47 is valid for arbitrary boundary conditions with the exception
that only one boundary reflection of a photon packet is allowed. 1In
practice, for a shock layer solution, the subscript "w'' is interpreted
as conditicns at the wall or body and 's'" as conditions at the shock.
Under this interprectation I_('rv S) = 0 barring precursor radiation

H

and the optical depth at the wall Tvow 0. Further, for the case
b
. + . e .
of a perfect absorbing wall I (0) = 0. These simplifications are
the usual ones made in describing radiation transport in a radiating

shock layer. Making these simplifications reduces Eq. 2.47 to

Eq. B.31 of Ref. 2.10.



In order to numerically compute the f£lux and flux divergence
when considering line radiation it is advantageous to solve the

radiative transfer equation in physical space rather than in

optical depth space. To this end the following development is given.

The radiative transfer equation is

a1
S gt e ey, - B (2.31)

The formal solution of Eq. (2.31) follows the same procedure stated
before with the exception that f is assumed to be an average value

of 1/2 (Ref. 2.12)

- lry dsv
., v jiy'
- + v VvV ~
1 = J e ¥
v 0 f
(2.49)
A
- o0 QﬁBv e ﬂ]y C"’vdy N
1 :+J - dy
v y f

These two equations are the counter parts of Eqs. 2.34 a and b with
the boundary conditions set to zero. From Eq. 2.39 the radiative

flux equations may be written

o]

+ +
4 =T jo 1 tav
(2.50)
- nm -
Qg =T JO Iv dv

Finally using Eq. 2.44 the flux divergence equation may be written as

fels]
Ry . 2 -
Sy 2n J Qb(kﬁv Iv)dv (2.51)
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The one-dimensional planar slab approximations which result in
Eq. 2.51 have important ramifications to our shock layer problem.
Radiation calculations can be made using Eq. 2.51 at each §
location independent of other g locations. This makes the thin
shock layer equations a set of parabolic partial integro-differential
equations which can be solved using marching schemes which are used
for solving classical boundary layer equations.

An observation concerning the planar slab approximation is in
order at this point. This approximation eliminates all curvature
effects from the radiation calculation. A more appropriatec approxi-
mation for most axisymmotrically blunted vehicles would be a concentric
sphere approximation for the boundaries of the shock layer as pro-

Tr 1

DI SR P ]
n'lhlxaaltu., Reli, &

posed by _12. Tor a two-dimensional body the
corresponding approxiiation is quite obviously concentric cylinder
boundaries. However, as pointed out by Viskanta, Ref. 2.13,
comparatively little attention has been given to radiative transfer
in curvilinear systems. The paper by Viskanta analyzed the steady
state radiative transfer between two concentric, gray, opaque spheres
separated by a gray absorbing and emitting medium which generated
heat uniformily. 1le conclucded, for constant absorption coefficients,
that curvaturc effects were cvident for concentric sphere radii
ratios as high as .99. This corresponds approximately to a shock

standoff distance of §/R ~ .0l. Nominal hypersonic standoff distances

are .04 < &/R < .10, From Viskanta's work we are led to expect that
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curvature effects may be significant for both radiative flux and flux
divergence in a typical shock layer. The actual magnitude of these
effects are difficult to assess because of the constant absorption
coefficient assumption and differences in boundary conditions for

the problem under consideration. Thus as far as is known an accurate
assessment of curvature effects on shock layer radiative transport

is absent today. It is felt that using a concentric sphere model is
analogus to including both first and second order effects whercas

the infinite parallel plate model includes only first order effects.
However, for the present we will use the infinite parallel plate
model in our development,

Statement of Shock Laver Equations

As a result of the order of magnitudc analysis, the bulk vigecozite
assurption, and the planar radiative transfer model the second order
thin shock layer equations may be written in a more usable form, 1In
addition, a relation for the y~-component of the heat flux vector from
Appendix A was used to yield the sccond order equations given in
Tab. 2.2,

Let us now examine the simplifications which are neceded to
obtain the first order shock layer equations and classical boundary
layer equations from the cquations stated above. First let us drop
all terms of order ; or smaller. The resulting first order shock
layer equations are given in Tab. 2.3. Additional simplifications
can be made by assuming the boundary layer thickness to be small in

comparison to the local body radius. This implies



TABLE 2.2

SECOND ORDER SHOCK LAYER EQUATIONS

Global continuity:

A 2 o~ A
%; (r"pu) + é; Gaxrpv) = 0 (2.52)
Species continuity:
fo) A 3~ A o) A c
-S; (r pCiu) l—a—; (ur pCiv) = - —B—);Gl Jl, Y + our w (2.53)
x - Momentum:
A ou ~ A du A A P
—— ; — 4 Y = e —
prou s +opur v 3y CuY uv T =
(2.5%4)
3 A arty
+B (uru\)"x Sv
y - Momentum: (OEE] and larger terms)
rAu Ll + NrAv L rAuz = - ~rA o
D A 2u 2 ;r u 4 3 A v
+ 5 @) - - - - 2,
% G p ay) 3 by (b =5 + 3 3y Ger dy (2.55)
. 2a ( rA v o+ v §£ﬁ
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TABLE 2.2 (Cont.)

y - Momentum: (O fgzj and larger texrms)

Ay ey 2 N
p % pr n 3y pr M dy
fe) A du 22 Jr u 4 3 A v
+ax(r“ay 32;)7( a) 3ayG‘ 3y
(2.56)
29 o 2 no
" 3% (pxr pv) - = (v wuu) + 3 H o (' u)
%
2 A A A du 2 3 FrA
+ = »n O . X cu £ 9 AL
sl G- T 33y O gy
o "
Energy
A ~ A ~H -3 ™~ AT oT Y‘
—— + = — -
r pu % KL p Sy oy Ltl 1 k 3 + L,hl iy
i
N, DT 3 J 3
Ry A Ty V——-—-J"'iv‘\\lr:]—NrA———'llqR (2.57)
W2l Lomg Dy \ Tp. P, ) ) " dy ’
Y ij j i
i j#i
—B‘_ (;rAp,U 'a—\l - ’?_(‘,LI‘ALLUZ)




TABLE 2.3

FIRST ORDLR SHOCK LAYER EQUATTIONS

PR
e

(Orcer determined at R = p U R/ = 100)
¢ ©® @ p“6,0

Global continuity:

—é— (pr u) + (p,gr v) =0

Species continuity:

3
S + = ¥ = .
{r pCu) Ger pCi\) ayCrJ’)+erl
x - Momentum:
A du ~ A Qu A P 3 T~ A Bu]
R R N i st —_
PT Y 3% p“rvay Toax ay\_“r “ay

y - lMomentum:

2 _~ 2P
pru dy
Encrgy:
A an o~ A D (3 9.1>_§__/~A{
rpu o T PV oy T oy as ) -5 e U

T

P 1Di J],X i,y ~A X

- “E z L ( - ) } > - 4T
. p. p
N° i j#L i i,] j i

(2.52)

(2.53)

(2.58)

(2.59)

(2.60)
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w0, %+ 1 and rA -+ rwA (2.61)

Using these limits in the first order shock layer equations results in
the boundary layer equations given in Tab., 2.4.

Equations 2.62 through 2.66 arc essentially the same as the
boundary layer (B.L.) equations which are given by Fay and Riddell
Ref. 2.14, Dorance Ref. 2.15 and others. The boundary laycr equations
for a flat plate are obtained by simply noting that rwA is not a
function of x. We can conclude from the foregoing simplifications
of the thin shock layer equations that the classical Prandtl type
boundary equations contain only first order terms which exhibit no
normal component curvature effects.

Boundary Condiiions

Having stated the thin shock layer and boundary layer equations,
the appropriate boundary conditions for the two sets of equations can
now be discussed. TFigure 2.4 presents a sketch of the various
regions and boundaries of particular interest in the thin shock
layer problem. We note that, in addition to the shock layer region
the char layer and decomposition zone (sec Fig. 1.6) are important in
our problem. These regions are important because the momentum,
energy and mass transfer in the char and decomposition regions are
intimately coupled to the transfer in the shock layer. Theoretically
we could consider all the processes which take place between the shock
wave and the virgin plastic of the body and attempt to solve the

governing equations for this boundary value problem. However, it is



TABLE 2.4

BOUNDARY LAYER EQUATTONS

Global continuity:

A A
oS —g; (pv) (2.62)
Species continuity:
1 3 A o o)
= cu) +2 (gev) =-=5 U + .
_ A ox (r, 6C;0) + 55 (F iV 5y ¢ gy T (2.63)
W
x - Momentum:
du du P 5} ou
KL ov 2o 4 - — 2.64
PY x v dy Pare dy oy ( )
y ~ Momentum:
P
_ of 2,
0 Sy (2.65)
Encrgy:
H ol fa) ol D !
- = =7 -—) - = T,
PP Sy "oy oy oy U My
, No 3, 3y
-3 Tz ;r'*ﬁ;-'\ LYy } - —Erii (2.66)
N© i if) i ij 3 Py y
fs) u
+4 = —_—
Sy (pu ay)
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more practical to divide the solution of this general problem into
a shock layer and a material response problem and iterate on the
boundary conditions at the material surface. Therefore, it is
jmportant to realize what information is available from the material
response solution which could be used for boundary conditions of

the thin shock layer equations. This is accomplished by integrating
the conservation cquations across the char-gas interface and reducing
the spatial increment to zero to yield surface balance equations.
With this perspective of the general problem in mind, the nature of
the thin shock layer equations and boundary conditions will be
discussed.

The parabolic nature of the thin shock layer equations mathe~
matically requires initial conditions ac well as boundary conditions
in order to obtain a solution. The cntry vehicles axis of symmetry
is the appropriate location of the starting line for zero angle of
attack problems. The determination of conditions along this line,
called the stagnation line, is a major and important problem in
itself. Consequently, development of the method to obtain these
initial conditions (i.e. stagnation linc solutions) is delayed until
after the boundary conditions are established.

As discucsed in the next section, the thin shock equations are
a set of parabolic integro-differential equations with initial values
given along x = 0, the stagnation line. Because the shock wave
location is not known before hand, the blunt body prcblem is mathe-

matically referred to as a free boundary problem. Given initial
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conditions along the stagnation line and boundary conditions along

the body, the thin shock layer equations can theoretically be solved
with a simultancous development of the shock geometry and corresponding
shock boundary conditions. The shock geometry (see Fig. A,3) can be

obtained by carrying out the following integration.

6" = |

In practice another technique has been used to determine the

X
X

o

(1 + Kwéw) tan edxx + 5Oh (2.67)
0

shock geometry Ref. 2.3, 2.10 and others. The shock geometry is
assumed and specified in terms of de/dx. TIterations are made around
the body until the input and output shock geomctry coincide.

1f the shock geometry is known, the Rankine-Hugoniot equations
can be uscd to obtain the shock boundary conditione. The development
of these cquations in curvilincar coordinates follows directly from
Ref. 2.10. The dimensional Rankine-Hugonoit equations written in

rectangular coordinates are:

Continuity:
*V * *V % 68

Po Yo,n Ps “sa,n (2.68)

Momentum:
* *2 * * *2 %

nal Y =

(normal) P \m,n + P Py Vs,n + PS (2.69)
* %

(tangential) Y =V (2.70)
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Energy:
%
Ly + LV +h =%V + 5V + hS (2.71)

Using Fig. 2.5 the above equations can be written in body oriented

coordinates. From geometry we have

* Vv * s ) * (2.72
vo = Vgt sin e - Vo o cos € .72)
* Y * Vv ¥ i 2.73
ug =V cos e - Vo sin ¢ (2.73)
where
% %
Vm,n = Uoo Cos ©
* - %
\Y = n U cos o
s,n ® -
* * x
Vs,t = Vm,t = Um sin @
% % %
Substituting for V , V and V Eqs. 2.72 and 2.73 yield
@, N s,n w, t
* U ¥ si i “u 2.74
v, =Y, sin @ sin ¢ - p Uoo cos  COSs € (2.74)
* * ei Su i 2.75
u, = U singcos e~ p U cos ¢ sin ¢ (2.75)

The pressurc behind the shock can be obtaincd by using the normal

+

*
momentum equation and substituting for V_ L, and Vg .
? >

oy 2, p % * - % *
P ( - cos @) + o = P (pUm

cos @)%+ B_ (2.76)

By substituting normal and tangential velocities the energy gquation

can be written
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* %
h = - —‘5(\1s 2 + 2 2) + hco (2.77)

The tangential velocity is negligible ncar the stagnation line and

thus reducing 2.77 to

* *2 - 2 2 *
h =%U (L-p ") cos gt hw (2.78)

Nondimensionalizing Eqs. 2.74 through 2.78 and dropping Pw and hoo

which are order (p 2) yields the following shock boundary conditions.

v, = sin g sin ¢ - p cos @ cOs € (2.79)
u_ = sin @ cos € +-E cos ¢ sin ¢ (2.80)
P o= (1-Tp) cos” (2.81)
s p s” @ .
h o= (1- 5 2 2.82
¢ = - p7) cos” @ (2.82)
or
_ 2 2
hS =1 (uS + v ) (2.83)

It is important to realize that the Rankine-llugoniot relations are
valid only if strong precursor radiation effects do not become
important. The shock conditions can be more adequately described
for the strong precursor radiation problem with modificd Rankine-
Hugoniot relations presented by Zeldovich and Raczer (Ref. 2.16).
Bowever, significant precurcor radiation effects are not experienced
in air below flight velocities of approximately 60,000 to 65,000

ft./scc. as denonstrated by Lacher and Wilson (Ref. 2.17). Thercfore,
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Shock Vlave

Fig. 2.5 Resolution of Velocity Components in a
Body Oriented Coordinate System
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the Rankine-Hugoniot relations provide satisfactory boundary condi-
tions for the outer edge of the thin shock layer cquations for many
problems of current interest in atmospheric entry. Let us now

write the shock boundary conditions at y = 8.

u=u

s
v =V

s
P =P

s

(2.84)

h = h

s
c. = C.S(Ps,hs) (Assuming chemical equilibrium)

The Rankine-Hugoniot equations provide expressions fox us, v Ps’
and hs. The equation of state and free stream elemental mass fraction
provides the additional information nceded to determine the post
shock species mass fractions assuming chemical equilibrium. The
speccific intensity coming through the shock towards the body is
specified as zero. We ncte that in total four boundary conditions
are needed for the energy equation because of its integro-
differential nature. Thus two boundary conditions, enthalpy and
specific intensity, have been specified at the shock.

The corresponding body surface boundary conditions can be

written for y = 0:



u=20
v =y
w
P=P
w
h =nh
W
(2.85)
c. =C,
i i,w
+
L (Tv,w) = By
T =0
v,W

The boundary conditions specified in 2.84 and 2.85 are sufficient to
solve the thin shock layer equations. However, substitution of
equivalent beundary conditions for some surface conditions is found
to be practical. For example the normal velocity at the wall is
usually replaced by (pv)w. Of greatcr practical importance is the

wall boundary condition on pressure. This pressure is not known 2

riori. An equivalent boundar condition is then needed. There arc
priora

at least two suitable boundary conditions which might be used in
lieu of prcssure. These are the normal pressure gradient at the
shock or the normal pressure gradie.t at the body. The normal
pressure gradient at the shock could be specified by evaluating the
inviscid y - momentum equation at the shock using the Rankine-
Hugoniot equations. The normal pressure gradient at the body could

be set equal to zero from boundary layer theory. Each of these

conditions would involve some degree of approximation. The effect
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of these approximations are not evaluated here. To evaluate the
pressure gradient at the shock an approximate form of the continuity
equation is nceded. Correspondingly the zero normal pressure
gradient assumption at the wall neglects the wall velocity head
at the body which would push the true stagnation pressure point off
the body. An additional complicating factor arises when one
observes what boundary condition is needed in the material response
analysis. The pressure at the outer wall is usually specified as a
boundary condition Ref. 2.18. TIdeally one would like to know and
specify the pressure boundary condition for both problems. This
would eliminate iterating on this variable betwecen the two solutions.

The surface boundary conditions can be derived by integrating
the conservation equations across the boundary and taking the limit
as the spatial increment approaches zero. This method assures
inclusion of all the effects accounted for in the flow-ficld
equations.

A photograph of a section of charring ablator is shown in
Fig. 1.5 in which the important zones are indicated. The ablative
cormposite's response during entry may be analyzed in two ways. One
is a transient analysis which gives the response of the material as
a time function of its heating environment. The other is a quasi-
steady analysis which predicts a constant, history independent, rate
of decomposition for a given heating environment. Experimental
evidence indicates the conditions under which the quasi-steady

behavior exist. As the material is heated, the surface is removed
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by chemical rcactioans, sublimation and erosion; as a result, the
total thickness of the material decreases as shown by the data in
Fig. 2.6. Concurrently decomposition in depth and a char build up
occur. When an equilibrium situation exists such that a constaﬁt
char thickness and a constant surface recession velocity are
maintained, a quasi-steady response would physically exist.
Additional evidence that 2a quasi-steady ablator response would occur
during hyperbolic entry has been presented by Ref. 2.29. Theoretical
calculations using a transient ablator analysis and a quasi-steady
analysis were shown to yield essentially identical results over tne
peak heating portion of a typical trajectory. This portion of the
trajectory is the conditions of current interest.

As indicated in Fig. 2.6 the char depth is of the order 0.3
inches for lunar entry conditions. This thickness should be nearly
independent of heating rate and thus applicable to hyperbolic entry
conditions. The flow through the char can be considered one dimensional
unless the ratio of the char thickness to the local surface curvature is
somewhat smaller than .05 (Ref. 2.19). For ratios of the order .05
or greater the flow-field pressure variations may cause multidimensional
flow through the char. Siace the surface radii under consideration
are of the order of 1 to 15 feet, the one dimensional flow approxi-
mation should be quite good. Morcover, since the porous char and
decomposition zones are quite thin with respect to the body radius,
the pressure through the zones can be assumed constant.

The quasi-steady surface balance equations were derived by Esch

in Ref. (2.20) using the prececding assumptions applied to equations
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2.52 to 2.55 and 2.57. From the development in Ref. (2.20), the
species boundary conditions are:

Species boundary conditions:

- - + +
(pve)” + 3.+ (R, +5,)(1 - ep) = (pvC;) + Jy (2.86)

n

where Ri mass rate of formation of species 1 by heterogeneous

reactions

Si = mass rate of sublimation of species i by homogeneous
reactions

ep = char porosity (volume of voids per unit volume)

and where the superscript - and + means evaluated on the char side
and flow-field side of the surface respectively.
The elemental boundary conciticns can be obtained by multipli-

cation of Eq. 2.86 by

Agm,
eij = —ﬁ%—l (2.87)
i
where
Aij = moles of element j per mole of compound i
mj = atomic weight of element j
Mi = molecular weight of compound i

and summing over all compounds 1i.

n n n
) S e+ Y e 3T ) e RS )(e)
ZJ ij 1 L Tiji L 13 r 1 P
i=1 i=1 i
n 0 (2.88)
+ T + +
= (pv) ZJ e,.J. + E: e,. J
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on can be expresscd in terms of the elemental mass

The above equati

fractions, Ej,and the elemental mass fluxes, 3j.

Elemental species boundary condition:

* (2.89)

~ - ~ - ~ + ~
C. 4+ J. = vG . + J
(pv J) 3 (p J) j

The momentum boundary condition was obtained using the y -

X -2
~omentum equation of order p .

Momentum boundary condition:

(2.90)

The surface energy balance equation was derived noting that no

significant radiative transfer occurs within the char.

Energy boundary condition:

ar | _ Y% + - r s +
(1+K)k dy = pv th(Cl —Ci ) + (1+y)L Z_.hlJJ.
P < Ni DiT gj Ji !
-T2 2 ™, !D..(C. ) E’) ] (2.91)
pN i j#L i ij ] i

dT +

+ s
The radiation term, qp , 18§ the sum of the radiation flux to the

surface from the flow-field minus the reradiated energy flux.
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These surface boundary conditions express the coupling relation-
ships which exist between the flow-field and the ablator. 1If
diffusion is significant near the surface, the species balance is
a boundary condition of the third kind. The momentum balance
indicates a complicated coupling of the surface pressure to both the
internal and external normal velocity profile if terms of order E
are retained. The energy balance is a boundary condition of the
second kind in temperature with additional convective, mass and
thermal diffusion, species and radiation coupling. The complexity
of these boundary conditions suggest simplifications must be made,
where possible, to arrive at a tractable set to be used. A simplified
set of boundary conditions is selected in the next section.

Typical boundary conditions for the boundary layer cquations
can now be discussed in terms of the ones used for the shock layer
equations. Outer boundary conditions along a line between the
shock and the body known as the boundary layer edge are used rather
than the Rankine-Hugoniot equations. These edge conditions are
usually obtained using some inviscid layer analysis which is
bounded by a shock and a streamline. The method of characteristics
is used for the supersonic portion of the flow and typically a
Belostserkovskii strip integral technique is used for the near
stagnation subsonic flow (Ref. 2.2). These methods provide the

following boundary layer edge conditions
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u=u

e
v=v =0

e
P = Pe

(2.92)

h = he or g = 8, =1
Ci = Cie(Pe’he) (assuming chemical equlllbrlum)

T (1 ) (usually not used)

The boundary layer wall boundary conditions that are usually emp loyed

can be written:

u=1u =0
w
pv = (ov)
p=p =P
W e
(2.93)
h=h_ org?=E§g,
c. =C,
i iw
1 +( y = B (usu 11y not used)
w Tviw v usually s

1f the spectral intensity is eliminated from the previous two sets
of boundary conditions they are equivalent to those presented in
Chapter 1 of Ref. 2.15. One can observe that the problen of
jterating on pressure between a boundary layer solution and material
response solution 1is eliminated. However, this problem is left
unresolved in that the correct edge pressure can be obtained

accurately only through an jteration procedure between the inviscid
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flow analysis and the boundary layer analysis. It is also signi-
ficant to point out that, although usually not attempted, it is
computationally rather difficult to handle boundary layer and
inviscid flows which are coupled by radiative transfer. In addition
to the geometrical integration problems the boundary condition on
specific intensity or radiative flux is not a single value but a
frequency dependent function which must be matched at the boundary
layer edge.

Stagnation Line Equations

To this point we have not discussed how initial values for the
thin shock layer equations may be determined. This éroblem is of
near equal importance to the entire shock layer problem and will
be discussed in the remainder of this secticn. To cbtain initial
values for the shock layer solution, a reduced set of the thin
shock layer equations must be solved at x = 0 along y, the stagnation
line (see Fig. 2.4). The solution of this of equations 1is of major
importance because (1) the highest heating rates and pressures on a
body are experienced at the stagnation point (2) any distributional
shock layer solution because of its parabolic nature is only as
valid as its initial values and (3) the thin shock layer equations
along characteristics x = constant reduce to ordinary differential
equations like at the stagnation line. Thus by developing a
stagnation line solution an important problem is solved and a great
deal of the work is completed which is applicable to the total
shock layer problem. This is primarily why the stagnation line

problem has received a great deal of attention in the past decade.
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The solution to the stagnation line (S L) problem by direct
methods has been approached in two ways. The work of Ho and Probstein
(Ref. 2.22) typifies the stagnation region solutions which use expan-
sions of the dependent variables in x to obtain the stagnation and
near stagnation line equations. The work of Hoshizaki and Wilson
(Ref. 2.3) typifies the stagnation line solutions which determine
the stagnation line equations by formally taking the limit of the
terms in the shock layer equations at X = 0 using symmetry conditions.
The latter method is used in this development.

From this point on in the development, attention will be
restricted to axisymmetric bodies for which the exponent A=1 (i.e.
rA = r), With this restriction noted, let us first examine the
global continuity equation in expandaed dimensional form.

'g—x(pu) + 2L Glov) L e ) (2.94)

As x -+ O the following limit is approached

u _ 3u
r o (2.95)

assuming a spherically shaped body at x = 0. Also, note that

sin ® ] o -

13T _
T oy L(1/y + y) sin 1+ »y (2.96)

an

xlte

Using these conditions the global continuity equation can be

rewritten.



Global continuity (S L )

3 sl =
22 (pu) + 57 Gepv) + wpv = 0 (2.97)

The species continuity equation can be rewritten by subtracting the

global continuity Eq. 2.52 from the left hand side of Eq. 2.53.

oC. .
A A~ A ~ A
r pu E;} +r upv-s§l = --%; (;r Ji,y) + 3 wy (2.98)

Noting that at x = 0, u = 0 and using Eq. 2.96 in Eq. 2.98 yields

Species continuity: (S L)

~ 3 ~
npv-g;— = - 5; (;Ji y) - n Ji g + o (2.99)

0

: 0%

or by ncting =5 = #
oYy

vic—i=-—a—(J y - 243 4 (2.100)
p ay ay i,y '; . Ww. .

Now consider the x - momentum Eq. 2.54

rApu ou +~;}Apv %% + nrApuv = - rA oP
9 A ou D A

+ = L0y S
>y Gr ay) WY Sy (r"w)

By evaluating the above equation at x = 0, relatively little infor-
mation is obtained. Along the stagnation line u =0 for all y;

therefore

(_g_? )x=0 =0 (2.101)
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Using this information in Eq. 2.54 yields

(——aP ) =0 (2.102)
ox
x=0

which agrees identically with the Rankine-Hugoniot equations for a
symmetrical shock (i.e. ¢ = 0 at x = 0). The reduction of Eq. 2.54
to 2.102 along the stagnation line yields the expected physical
interpretation that no momentum is transferred in the x-direction at
the stagnation line. Since this trivial form of the momentum
equation is not useful, the rate of change of momentum in the x -
direction is used. Therefore let us differentiate the x - momentum
equation with respect to X and determine its limiting form along

the stagnation line.

A A )
rpua—%+%(rpu)%‘—t+%arp)%
Ox
~ A Bzu du
+Krpva.\y+nrpV'a—x+u§-(nrpv)—
(2.103)
ABZP 2P ?rA 3 (~A Au A 3 u
- __._.__.._«’____*___._L _;_+~ RO
r w2 o o dy \ex k) dy "r“axay)
3 3 A 2 A
-“B—X(KU) 'é;(r p) - xu Sy (rp)

After some manipulation and substitution for limit quantities Eq.

2.103 reduces to
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. <~ ?\ll)> Ty 3 (\u)
3y U 3y (o= L T PV oy Vax
(2.104)
2
U du 3 P
- A ou | _ 3P _
Jowrnzea2](5)-0 @ - 25—
" ox

For substitution into Eq. 2.104 the stagnation line global continuity

Eq. 2.97 may be rewritten.

du _ 13 1
2 2% = - L -5 Giov) + v | (2.105)
or
u__lo ]
2 - Loy (pv) + 2 nv (2.106)

Combining Eqs. 2.104 and 2.105 yields

x - Momentum: (S T.)

2,2 L2 A’) r _~7_5._<_.___
S vy (2 Glov) +55) )+ |ww = woV 35 \ 75 5 Gov)
r.!)_ T % ;_B_Lé"(_l__é_, JAA
+3 Kva + ~ + % el TS Gpv) + 5 ) (2.107)
Vv
+p('2——‘—(~pv)+%— +< ) =0
x=0

This is a third order inhcmogenous ordinary differential equation
where the rate of change of the pressure gradient in the x - direction
is an undetermined function of y.

The y - momentum equation can be evaluated directly by substi-
tution of the stagnation line limit quantities. The stagnation line

. -2 .
normal momentum equation to order p 1is



y - Momentum: (s L)

29 [ [e) ] 2 1 3 ]
— — — — — — +
+ 3% L 2p 2y (pv) + puv | + 3 ~ ML (pv) wV

(2.108)

- - - 2
+ {[ 3ot ““J L 2p a3y Cpv) + KVJ 3RV Yy
H

where the terms in the brackets { } are the terms of order 52. By
dropping these terms only terms of order ; remain. Since some of

the terms of order ; have beeu capanded in Eg. 2.108 a few of the

terms will combine.

y - Momentum: (S L)

~ ~ QP 1
w2 a (L2 () )

PV Sy oy 3y \ 2p oy

23 /u 9 ) /2 N/ LR

23 (u 3 v 2e (22 2.109
+ 3 3y sz oy (pv) + puv v ) 25 (pv) ( )

It is obvious that either with or without the second order terms the
y - momentum equation is a second order, inhomogenous, ordinary
differential equation with variable coefficients. Given a solution

to the energy equation (i.e. an enthalpy or temperature profile) in
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principle the x = and y - momentum equations could be solved for the
normal velocity and the normal pressure gradient if the rate of
change of the pressure gradient in the x - direction as a function
of y is given. This pressure term, (BZP/axz), is usually assumed
since it is a result of the elliptic nature of the problem.

The energy Eq. 2.57 can be reduced to the stagnation line

encrgy equation by inspection.

~ oH 3 ¢ o~ o ~
o142 & -%k=-+n,h
Hpv dy ( ;) dy L WK Sy w o Bd5y
i

(2.110)
~ . N DL,
r.% Z_,—_l 1

N2 Lmy Py N ey P

This is a second order, ordinary integrodifferential equation. It
is interesting to note that the limiting process has eliminated the
viscous dissipation terws.

The stagnation line conservation equation, obtained from the
thin shock layer equations, are a set of four ordinary differential
equations in five unknowns, (i.e. p, v, H, P and Ci)' In addition
to the conservation equations, the thermal and caloric equation of
state is available to provide another independent equation. The
global continuity equation was used to eliminate the tangential
velocity gradient in the momentum equations and therefore is not
needed in a solution of the stagnation line cquations. It can be
used post priori to provide initial conditions for the thin shock
layer equations. For a shock layer solution the rate of change of

the pressure gradient in the tangential direction must be specified
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TABLE 2.5

STAGNATION LINE BOUNDARY LAYER EQUAT IONS

Global continuity:

ou
25,

o =

-%; (pv) (2.111)

Species continuity:

v %2 3. )+ (2.112)
Y oy oy iy’ Vi .

%x = Momentum:

3. 0,2 ( 1o ) ] -1 (.l i )
oy LYy \p oy (pv) PV oy \ p oy Cov)
) (2.113)
8 (12 () a2 )
ev) + 2 =0
2 \ p dy / ( 2/ o
y - Momentum:
3P
5y 0 (2.114)
Energy:
ol 5 0 T
. kZ=+ThJ
ey~ T oy U ey Ty ey
(2.115)
T
By g D (lux Ty Sy
N mg Diy N P Py oy
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as a function of the normal direction. Coumment on how this might
be specified 1is reserved until we have considered the reduction of
the boundary layer equations to stagnation line equations.
Dropping normal curvature effects and retaining only first
order terms Eqs. 2.97, 2.99, 2.107, 2.109 and 2.110 reduce to the
stagnation line boundary layer equations. These equations are

presented in Tab. 2.5

2
Since oF - 0 and oF _ 0 for ally at x =0, 42 is a constant
oy ox dx2

and may be evaluated at any y station. If the boundary layer
equations are evaluated over the whole chock layer as done at the
stagnation line by Dirling, Rigdon and Thomas Ref. 2.23 we may use
the Rankine-Hugoniot relations to determine this constant.

Trom Eq. 2.81 the dimensional pressure behind the shock can be

expressed as

P=(1-79 cos? @ p_ U ° (2.116)
differentiating we get
2
ZXZS =- 201 —';)(§£E> isoszm - sinzqﬂ mewz (2.117)
at x = 0, © = 0 by symmetry. Therefore
azPs —. /%0 2 2
( axz)x=0 --20-9 () el (2.118)

In order to get the boundary layer momentum equation into a more

common form let us eXpress the rate of change of the pressure gradient



in terms of the velocity gradient behind the shock. From Eq. 2.75,

the dimensional tangential velocity behind the shock is

. - . 1
u, = [ sin ¢ cos € + p cos @ Sin eJUw
from which we can obtain
aus T Do , — Q€
= = | =% 4 LL 2.
ox %=0 X P ox Jx=0 Uw (2.119)

The rate of change of the pressure gradient, Eq. 2.118, can be

rewritten in terms of the velocity gradient.

(B coma-n (3058, T ew

Tf the shock is assumed to be concentric to the body at x = 0

then

ox x=0

2 ) =o-»(—af’i> =1 (2.121)
x 7

»=0

This gives a Newtonian velocity gradient used in many boundary layer
analysis. Instead of applying this condition behind the shock most
analyses apply this condition at the edge of the boundary layer
which is at some intermediate station between the shock and body.

Using the concentric assumption Eq. 2.113 may be written

x - Momentum: (B L, S L)

S 3 13 - WS S I
> [ by Gy (pv))J v Sy (p 5y (pv))
(2.122)
du 2
el _ STy (=8 =
+5 &L (- 4p, G- P (5 ) O
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It has been demonstrated that the thin shock layer and boundary
layer equations can be reduced to ordinary differential equations
along the stagnation line without resorting to similarity trans-
format ions. By doing so one important difference in the resulting
two sets has become apparent. The stagnation line boundary layer
equations are completely specified by boundary conditions at the
surface and outer edge. However, an unknown function of y remains
in the thin shock layer equations which cannot be determined, without
approximation, by outer and innex boundary conditions. The undeter-

mined function as stated previously is
2
{\—B——P ) - F(y) (2.123)

This function like the rate of change of the chock angle is, by
physical interpretation, determined by the flow downstream. The
downsiream flow is to be calculated by specifying these stagnation
line conditions such that initial conditions may be determined. The
problem is complicated further by the fact that there is no apparent
theoretically based means of iterating on this function such that it
could be assumed and corrected until some satisfactory convergence
is obtained. The derivation of the stagnation line boundary layer
equations demonstrates that to a first approximation the function
F(y) is a constant which can be evaluated at the shock by specifying
the shock geometry. For usual boundary layer problems the edge
tangential velocity gradient is specified rather than the rate of

change of the pressure gradient at the boundary layer edge. The
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velocity gradient has been correlated as 2 function of flight
conditions and body shape for many cases to be used in blunt body
boundary layer solutions in order toO specify this unknown downstream
influence & priori.

in shock layer solutions the shock wave has been considered
concentric by Refs. 2.3, 2.4, 2.9, 2.10, 2.17, 2.21, 2.22, 2.23
and many others. Fur thermore, most of these analyses set the function,
Eq. 2.123 equal to a constant. The full extent of influence of these
assumptions has not been determined for radiation and ablation
coupled flows although some radiative coupled results are presented
in Ref. 2.24. This is the point where engineering judgement and or
experimental results must be used in order to make the mathematical
model useful.

To recapitulate the developments made in this section, it is
noted that an appropriate order of magnitude assessment of terms in
the conservation equations was made. The radiative transfer equation
was developed using a planar slab approximation. Using developed
and stated expressions for the flux divergence, bulk viscosity and
conductive flux the thin shock layer equations were stated retaining
second order terms and first order terms with curvature effects. The
first order shock layer equations without curvature effects were
found to be the boundary layer equations. Shock and surface boundary
conditions were developed. Subsequently, the stagnation line equations
were developed and discussed. This total development provides the
required information to determining the appropriate cquations to

select for usc in the present problem.
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APPLICATION TO PLANETARY RETURN ENTRY

The selection of the proper ecquations which provide a reasonable
description of the processes in the shock layer is quite important.
The detailed development of the shock layer, radiative transfer, and
sur face balance equations in the previous section provides a proper
basis from which a selection can be made.

In order to make a logical selection, a set of conditions OY
objectives must be defined. Based on the current state of the art
and anticipated improvements the following set of conditions were
arrived at for a criterion to use in selecting the equations to be
solved.

Criteria__ for Selection

1. The equation must yicld an accurate description of the mass,
momentum, and energy transfer within the shock layer for
the body size and flight conditions of interest.

2. The equations must be valid for large and small mass
jnjection rates from the surface.

3. The equations must be coupled property to the surface
boundary conditions.

4. Sufficient detail must be maintained in the equations in
ordexr to accurately access the effects of diffusion and
finite rate chemistry.

5. The computer solution of these equations should be an

enginecring tool to predict sur face heating rates and

provide the means tO determine ablator behavior.
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Based on the objective ctated above the first order shock layer
equations without curvature effects through the shock layer were
selected to be solved. The reasoning leading to this choice follows:

Second order terms in the conservation equations were dropped for
the folowing reasons. (1) They do not significantly alter shock
layer processes. (2) There are inherent approximations in the
theoretical models and experimental data used to predict radiation,
thermodynamic, aﬁd transport properties. Thus there is no need for
more detail in the flow field equations than in the properties used
in its calculation. (3) At high Reynold's numbers, typical of
Earth entry from Mars, most second order terms become less
significant than at the Reynold's number used for the order analysis.
(4) Along the stagnation linc mathematical rigoT required dP/dy = 0
in order to uncouple the solution of the x = momentum equation from
downstream effects. Stating dP/dy = 0 on the stagnation line
necessitates dropping second order terms from the y - momentum
equation. (5) The addition of second order terms would not present
numerical difficulties. However, they would add numerical computation
time thus detracting from the objective of an engineering tool.

Curvature effects through the shock layer were not included in
the shock layer equations because for the large Reynold's numbers and
body radii of interest the shock layer is thin thus making the
curvature effects second order. Likewise, the thermal diffusion term
of the conductive heat flux vector was dropped because of its

second order nature.
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it has been argucd that for the large Reynold's numbers of
interest viscous effects could be neglected. However, in order to
assess finite rate chemistry and diffusion effects and in orxder to
properly couple the flow field and the ablator through surfaces
balances the controlling viscous terms must be retained.

The selected shock layer equations which are applicable for
large as well as_small mass injection rates are presented in Tab.
2.6. These equations are the boundary layer equations with the
exception of the inviscid y - momentum equation., The Reynolds
number limit of validity of these equations is shown in Fig. 2.7
along with the stagnation line post shock conditions for a typical
hyperbolic entry trajectory. For the 10-g undershoot trajectory of
Ref. 2.26 the maximum heating occurs neal the point where the
trajectory jevels out. Thus the equations are valid in the range of
interest. Conditions below flight velocities of 36,000 ft/sec are
not considered in Fig. 2.7 and, in general, throughout the remainder
of this work since the Apollo flight data is available for these
jower flight velocities.

The stagnation line equations which result from Eqgs. 2.124 to
2.128 for an axisymmetric body are:

Global continuity:

Ju ) 19
2 { = = e = e
( 0% fy=0 p oy (pv) (2.129)



TABLE 2.6

BLUFF BODY FIRST ORDER SHOCK LAYER EQUATIONS

Global continuity:

- (r, pu) + r oy (pv) =0 (2.124)

Species Continuity:

1 3 A 9. I
r A o= (rw pCiu) -+ >y (vai) oy (Ji,y) + w; (2.125)
w
x - Momentum:
du du oP 3 ( cu >
XAy v = = -t = 2,
PY pv 3 3% >y W 3y (2.126)
y - Momentum:
2 oP
= o .12
n pu 3y (2.127)
Encrgy:
NN S R >
P T TV oy oy \ oy dy {2 hi Ji}
(2.128)
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3
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Fig. 2.7 Post Shock Thermodynamic States for

Hyperbolic Entry Velocities



Species continuity:

dC.

v Gy (3. )+, (2.130)

4
dy i,y i

X - momentum:

.3__[ .@._(_1._3_(9\’) ] Eﬁ_(lb..(PV)>
ay LP oy Ve ) PV oy \p oy

(2.13D)
1 ooV 2 / BZP
b (222) 20)
p oY ax "
x.—
y - momentum:
oP
= =0 2.132
>y ( )
Energy:
iq
a4 (4T % C4R
o (x dy+LhiJi,y> T (2.133)

In order to make the surface boundary conditions compatible
with the flow-field equations the boundary conditions must be
simplified using the same criterion. The appropriate sur face

boundary conditions are:
Species boundary condition:
(wve.) + &, +5)0 y = (et s (2.134)
Py 1 7% p YRy i .
Elemental boundary conditions:

(pv'c'j)‘ - (pvij)’“ +37 (2.135)
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Momentum boundary condition:
P =P (2.136)
Energy boundary condition:

+
dT T T
k dy = pv Z,hi(ci - Ci ) +->Jhi3i

(2.137)

o oarl ” +
+ kb dy + 9

The species and elemental conservation equations are slightly more
tractable than those presented previously since the internal diffusion
effects have been dropped. Dropping second order terms significantly
simplified the momentum and energy equation. The major complications
remaining in these boundary conditions are the effects of external
diffusion and surface reactions.

In general Egs. 2.129 to 2.132 must be used for proper ablator-
flow-field coupling if the flexibility of arbitrary ablation rates
is maintained in the analyses. However, for the cases in which the
ablation rate is large (i.e. at least (pv)wkmem) = ,05) further
simplifications can be made. If the ablation rate is large the
convective terms at the surface are much larger than the diffusive
terms, and consequently the diffusive terms may be dropped.
Furthermore, in the absence of diffusion or surface erosion, the
only surface reaction of significance is that of sublimation. In

this situation the sublimation process can be computed in the
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for in the (vai)- term.

nd the effect accounted

ablator analyses a
set of surface balance

with these qualifications a simplified
equation can be written.
Species boundary condition:
(pvC,) = (pvCy) (2.138)
Elemental boundary condition:
~ ~
(pvC,) = (vaJ) (2.139)
Global mass balance:
(pv)~ = (p¥) (2.140)
Momentum boundary condition:
P =P (2.141)
Energy boundary condition:
- +
4T dT +
ky dy\ =k dy\ - ag (2.142)

These equations shown, for large ablation rates, the only complicated
ator is in the energy

coupling between the flow-field and the abl

boundary condition.
The shock boundary conditions derived in the previous section
are unaltered by the qualifications made in this section.
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TRANSFORIED STAGHNATION LINE FQUATIONS

In this section the stagnation 1ine, bluff body first order
shock layer equations are nondimensionalized and transformed into a
form suitable for numerical solution. The difference betwecen the
nondimensionalization in this section and that of the first section
of this chapter is in the use of the post shock density rather than
the free stream density. As a result a different Reynold's number
appears in the mémentum equation than appeared previously. This
development begins with the dimensional equations selected in the
previous section.

Using the following nondimensional quantities, which are also

used for the cnergy and elemental species equations,

* X % *
u v n
R
© o ps,o Uoo pS,O
* % % T*
X
g =——-“-'; y = z-.z‘ v = ——%—- T = =
R R LB o T
“ o 8» W $,0 (2.143)
h =~ ¢ =g k- 5
35U Poxu Rp U
@ % * §,0 @ x Kk *
J * % dq‘k p U R
i *
U
Ps,o Um ps,o © dy p's,o

the continuity and momentum Egs. 2.129 and 2.130 can be rewritten in
nondimensional form as:

Continuity:

- - 2 (2.144)
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Momentum:

2
3. A - v (§9> - (ﬁ&) - (a P 2.1
Re (“ o Gt/ T Py \eg/ T Plet NG =0 (2.143)

As developed in the first section of this chapter, the second
derivative of pressure term in the momentum equation can be evaluated
. . . . .. oF .
at the shock using the Rankine-Hugoniot equations if %g is assumed

zero. This pressure term is

2
.Q_% = - 25 (1-p) \ag> (2.146)

of
for a concentric shock gﬁ = 1. The concentric shock assumption is
usually rather good for hypersonic flow, however in this analysis
-%g will be treated as a paramter and thus will be left general.

Substituting this term into the momentum equation yields

13 @) -l (@) (&
Re_ oy ay Ge oy 3t/ 7 P \eg
) (2.147)

— - ~
+ 2 p(l - p) (%§> =

\C

To obtain a more classical form of the momentum equation a velocity

function is defined

' Ju Bus 0 lim u
=Ly R v : .
£ € / € £40 u a function of ¥y (2.148)
aus o _ 2 -
where —:E?— = 4% + p-%é from the Rankine-Hugoniot equations.
o g, Is
Substituting into the momentum equation yields
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au
1 3 df! Af’ ( 5,0 ) ;2
—— — - — - ,___J-—— +
Re_ oy M oy vy P\ eg (£7)

(2.149)

(au /ag) < -

Thes equations can now be transformed using the Dorodnitsyn

trans formation
y ’ y
j p dy j p dy
0 0 d p d
= ——— = — = - = 2.150
p dy
0
Transforming Egds. (2.144), (2.148) with (2.150) yields
Continuity:
u _~-12 N
g QU = 2.15
Velocity function
=1
— 3alev)
£ = é ______;ﬂ__ (2.152)
ou W
$,0 (
of
Momentum
a ! ag’ ~ df’
dﬂ\pp. T\)-pVRe 6d‘ﬂ +
(2.153)
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Integrating Eq. (2.152) yiclds

aus oY ~
v =~ 2 (—-—-’-—ag ) § f (2.154)

Equation (2.144) can be used to eliminate pv in the momentum equation.
This yields a third order nonlinear ordinary differential equation

Momentum:

¢

N r ~2 aus o’ ’
(p B f”) + L2 Res & (——é-gJ"') ] ff/ +

~2 (2.155)
R — - 2 . 2
336 r2p(1 - 0) /§g> _ faus,o~ (fl)2] -0
Gu, /2 L ° ) - e
The boundary conditions for this equation are
n =1, £ =1
T‘ = 0’ fl = 0 (2.156)

-(pV)w

n=0, £ =f,=77
28 (dug 0/55)

In addition, Eq. (2.14) has a boundary condition imposed on it to

~

determine the transformed standoff distance, 5 .

- (pv)
n=1, £=f = - s (2.157)
298 (BUS O/Bg)

The momentum equation can be reduced to a first and a second order

equation by defining

fl
C=_ (2.158)
6



and substituting into Eq. (2.155)

.- au ] du
/ ; ~2 s,0" T ~3< S o) 2
/ | —r . \ ! - —_—
(pw) T * LZ Re b ( € )f F (o) € Re 0"\ 3¢ C
~ — - (2.159)
) Re_ & p (1 - p? (EQ\Z
p(du /0%) \ag)
The resulting boundary conditions for Eq. (2.159) are:
=0 (=0
(2.160)
n= 1 ¢ = 1/3

The energy equation is transformed in a manner similar to the
momentum equation, First, however, the equation 1is written in terms
of temperature as the dependent variable. It is anticipated that
using temperaturec rather than enthalpy as the dependent variable will
save computer time since both in thermodynamic equilibrium and
chemical kinetic subroutines temperature is used as the independent
variable. Thus the use of temperature will eliminate an iteration
loop between the energy solution and the property subroutines.

The dimensional stagnation line energy equation 1is (noting the

superscript * is omitted for simplicity).

dq
a4 [ 4 1. o=
O il [ R N M R (2.161)

Consider the term On the left hand side of the above equation

2 2
di _ d u’ + v
vV ay PV dy (h + 2 )
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Noting that
h=2Y Ci h1
dn _ . dCi r 5o dhi dT
dy i dy i dT dy
dac
- i 4T
=7 hi Iy + dy P C_l Cpi (2.162)
dC
it U
= 5 hi 3y + CP dy
Thus
dH ~ dCi (v /22
v Ty = pv | T h, I + C d ] (2.163)
i 1 ay P Y

by substitution of Eq. (2.162) and observing that u = 0 at x = 0.

Substituting Eq.

(2.163) into (2.161) yields

dc
d dr dT _ i 2 dv
dy ( dy/ pVCp dy ~ P Th gy dy tev gy
(2.164)
da,
+——— ¥ h, J + =
(203,045
Additional manipulation of two terms 1s necessary.
dc , =
i SN dT ocC . d
pv T h, = pv I h, -:—-—-)-—- where i - ¢ - o
idy i \dT / dy Sy Sy
dac
d T _d A ]
dy\_ZhiJiJ"dyLzh(pldy/
- .‘L[zh D, k! dT]
="y iPP1 ST dy



oC,
Notice the term (Sfi> can only be evaluated for flows in local
chemical equilibrium. Since some calculationsuSingthis assumption

will be presented, further discussion is necessary. Substituting

the above relations into Iq. (2.164) and rearranging yields

C .,
i

d — 41 ; T i\ 4T
— + —_ . \ —_—) ==
dy k 2“ o0; 31 )yl T Y Cp * LT ) @y
(2.165)
o o2av R
PV qy T dy

The terms in the ( ) brackets above are from left to right the

frozen plus reacting thermal conductivity, k and the frozen plus

T’

reacting heat capacity, CD , respectively. Using thcese definiticons
T

the stagnation line encrgy equation can be written as

; dq
_d___(k dT) o dT 2dv . _R

== = pv 2.166
dy \'T dy pp dy PY gy T dy ( )

Nondimensionalization of Eq. (2.166) by the convension stated in

(2.143) results in

d ( dT\) 3
4 I L st Tt E (2.167)
dy kT dy Py

Eq. (2.167) can now be transformed using the Dorodnitzn transformation

(2.150) to give:

(2.168)
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or

(2.169)

This later form is second order and linear in temperature.
The species equation nondimensionalized using the convension

stated in (2.143) retains the same form as Eq. (2.130)

dCi dJi
pv E;* = = ?GT + w, (2.170)
Transforming using Eq. (2.150) yields
dC{ de %
L.l =+ 2.171)
v an + 5 Wi ( 1)

For studies of binary diffusion and chemical equilibrium, Eq. (2.171)
can be reduced to the elemental conservation equation using the

following relations

" n Ai,m,Ci
Cj = E; ——é—l—— - mass fraction of element j (2.172)
i=1 "
- 1A .mJ,
J, = E; —3J$ﬁ—l = mass flux of element j (2.173)
Yo i
which yield
&£, dJ.
1=l (2.174)

PVan o dy
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The generation term does not appear in Eq. (2.174) since the net
generation of elements is Zero.

The thin shock layer equations developed in this section along
with the corresponding boundary conditions are the primary sect of
equations which are solved in this work. Chapter 4 presents the
numerical methods used in the solution of these stagnation line

equations and results are presented in Chapter 5.



TRANSFORIED AROUND THE BODY FQUATIONS

In order to complete the formulation of equations describing the
hypersonic blunt body problem, the arouna the body equations are
manipulated into a form suitable for numerical solution. This is
accomplished by nondimensionalization and transformation of the
thin shock equations (2.124) to (2.128). A von Mises transformation
is used since it yields a set of equations amenable to forward
integration and finite rate chemistry can be included using local
one-dimensional chemistry along streamlines.

The shock layer equations (2.124) to (2.128) are rewritten here
with some changes noted. The global continuity and two momentum
equations are unchanged. The global continuity is removed from the
specics equation., The energy cquation is written with temperaturc
as the principle dependent variable. Furthermore, the resulting
form of the energy equation was obtained by subtracting the momentun
equation, substituting the right hand side of the species equation
for the left bhand side and assuming binary diffusion. fhe resulting

set of dimensional axisymmetric shock layer equations are:

Global continuity:
2 2 |
o (purw) + r, 5 (pv) (2.124)

Species continuity:

oC, o€,
i i

i
2]
Q/
<
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x - momentum:

du Ju oP s

..-—-+ ———:.—-——-—*——-‘—' — 2.126
pu etV oy ~ " 3y (p Sy ( )
y - momentum:
2 aP
_ob 2.127
wpu 3y ( )
Energy:
of or | . oP
pucpax+pvc = T how, +uy
(2.176)
C_ u
3q 2 P, \
R SR A: | K " A kag\ + () i __i/ of
dy oy oy oy/ £ Sg dy / oy
i

1t ehbould be noted that the heat capacity (Cp) and thermal
conductivity (k) in the equation above consist of only the tfrozen'
parts. This is unlike the final form of the energy equation derived
in the previous section for the stagnation line.

The shock layer equations can be nondimensionalized using the
same set of nondimensionalizing quantities used for the stagnation

line equations (Eq. 2.143) with the addition of

Ps,0 w
With these quantities the preceding equations may be written as:

Global continuity:

3(pur )
W V) .
> tr, S5 0 (2.177)



Species continuity:
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€. . . o~ s N
i i 1o in
it St S S Hy T 2.178
pugE TSy T Re oy s, 5y /T ¢ )
i
X - momentum:
du du P, 1 3 ( au
o, Jou QB2 0 (), & 2.179
PU e TP oy 3t " Re. oy \" 2y ( )
y - momentum:
wpu = (2.180
Energy:
o ot _ _ aP
puCP SF 4 le 5 Ehiui + u 2
a / aT\ 7~ \2
I = G 2,181
oy \ ay) Re_ \3y/ ( )
C
p. €.
+ :e (‘Ejs - l).ﬁz
s Ci y y

The transformati
equations from g and

follows. Let
oY
Y( ay)

()

i
he)
=4
a1

g

1

- er

on of the independent variables of the above

y to € and Y respectively is accomplished as

(2.182)

(2.183)

W

Consequently any dependent variable F can be written as



F = F(E, Y)
=)=
o = [ &= 2.184
( dE ( )
Substituting Eg. 2.183 into 2.184 yields
T
aF> aFy P :’ar-*) (
-] === - - 2.185)
-4 U |
o/ ab)\} vy \ov c
Correspondingly
0
aF N ST - AN
_— = (== 4 = = (2.186)
(a ) = &) et Gu &)
from which, by using Eq. (2.182), one obtains
ory P aE )
Kay,lg vy \at/y (2.187)

The nondimensional shock layer equations after undergoing trans-
formation with Eqs. 2.182, 2.183, 2,185 and 2.187 are:

Global continuity:

Y P A NN N RVRT-) S
ag\\ygy>+ ¥ ) 0

ay \ of
(2.188)
0=0
Species continuity:
o€ w,
i 1 2 Ja i i
= — + —-— .
1e13 Re 7 oY \SC dY ) pu (2.189)
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X - momentum:

ﬂ:"._l_.'l*.__‘i_az.‘_l_.__f}_:/a_aﬁ\ 2.1
3 ~ pu of  uY Y Re ¥ oY \ av) (2.190)

y - momentum:

P _nul¥
- = (2.191)
W
Energy:
vr ) C a
oo 12 Twa,2a (2
p of p of Y odyY Y 2Y Pr oY
--]-‘——<§3h.m.+2 E (2.192)
pu 1 1
C ~
+‘d L.'/_D_u_\\z_LL/v_——pli:i\,ﬂ]
Re ¥ L \ 3y / N LS, 3y / av
i
where
2
ppur.,
a = ——— (2.193)

Y

Wwith the exception of the pressure variation and radiative flux
divergence term, the preceding equations are in jdentical form to
those successfully used to describe shear layer and cowbustion
chamber flows with finite rate chemistry (Ref. 2.27)

In addition to transformation of the shock layer equations, the

necessary transformed boundary conditions are:



1. %% >y )
y=0

" (2

6 %% >y=6

5. (& \y=0

6. T =T,

7. T=T,

g. ¢, = (c)

9. ¢, = (€))

The thermal and caloric equation

complete the s

et of equations and boundary conditions.

)

v I
pwww

Pes v

at y = C

at y = 6

at y =0

il
leg)

at y

from

from

from

from

from

i

]

6,

5,

(2.194)

s of state are also required to
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CHAPTER 3

GAS AND ABLATOR PROPERTIES

In order to implement a solution to the shock layer equations
radiative, thermodynamic, transport and ablator properties are
required. The reliability of these properties naturally influences
the reliability of the flow-field solution. This chapter pPresents
a discussion of the properties used in this work with special
attention given to radiative properties. A method of determining rad-
iatively important species and species mechanisms is presented and
applied to molecular species. Chemical equilibrium, thermodynamic,
and transport properties of air and ablator species are discussed.
Further, quasi-steady ablator responce properties for phenolic

nylon are presented and discussed.

RADIATIVE PROPERTIES

Flight.conditions, atmospheric compositions and ablator composi-
tions are the three important constraints which should be considered
in determining what radiative properties are required. The flight
conditions of interest yield shock layer conditions in the ranges

(see Fig. 2.7)

3000 € T < 17000°%

Enn
B

001 < P < 4 atm,

Gases in these thermodynamic ranges are classified as low temperature

plasmas. The gas is not highly ionized as in a full plasma state.
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In a low temperature plasma, molecules, atoms and ions may play an
important role in radiative energy transport and therefore the
contribution and mwechanism of these three types of species must be
asseésedz The atmospheric and ablator compositions define which
specific species are present and the relative amounts of each
present. Within this context a selection of the radiative properties
used in this analysis is made .

Bound-bound transitions: Line radiation results from electronic
transitions between the discrete or bound energy levels in atoms or
molecules. For atoms the concern is with transitions between states
of differing principle quantum qumbers within a given ionic state
of the atomic species. These transitions are characterized by
spectral line series which are lipited by the jonization threshold
of the next ionic state (Ref. 3.1). The importance of a particular

transition is measured by its absorption cross section (Ref. 3.2)

, ~hy /KT

b-b y_ 1 “ _ (o}

o, , Tme L 57| fanr (17 © )y - (3.1)
nn ('\)- ‘\10) + Y

which is a function of the f~-number, fnn" and the line half-width
y in addition to frequency and temperature. The f-number is the
transition probability and can represent a single line, multiplet or
a collection of line transitions having the same lower state.

For moleculés, the concern is with transitions between different
electronic states of a given molecular species. The electronic
transitions are modified by vibrational and rotational effects which

produce groups of bands called band systems which are composed of



discrete line transitions (Ref. 3.1). The importance of a band
system can be assessed in terms of the spectral cross section for

the band. The absorption cross section can be written (Ref. 3.3).

G b-b n% rof (AuT)—l exp [- (urwo)z/(AmT)z] (3.2)

r = e2/mc >~ 2.8 x 10-13cm
f = band system f-number
pu. = bw_[tash (8 /2177
wp = bogltanh (8,
o

Aw = spectral half width at T =0K

- Vi)
8 he w, /k

W = effective vibrational frequency of the lower electronic
state

w, = origin frequency or absorption maximum center of the
system

This relation applies to both diatomic and polyatomic molecules as
reported by Ref. 3.3. The important point here is to note that a
bands effectiveness in contributing to radiative transport is
measured in terms of an absorption cross section which is directly
proportional to the band f;number.

Bound- free transitions: Transfer between ionic states

for both atomic and molecular species result in continuum
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radiation.

final state inc ludes a free electron.
from a discrete atomic state produced b

energy Lo extend above the ionizatio

process of photoionization.

A+hv-»A++e'

The reverse process, recombination,

electron recombine yielding an &

WF 4+ e 4 A+ hy

Sincce the upper

by the kinetic energy of the ion
or emitted in the respective processes is continuous.

tion c€ross section for atomic species can b

for hy < h\)T
s b-£ =0
v
for hy 2 h\)T
f-b _ b-f _ N !
o, =% oy chzilaa)
2/ =441
where

(o]

¢(n)

For a bound- free process,

state for both processes is

2
o2, (vycos [olls4" v

1+ o]

-19 _ 2
_ 8.55 x 10 C R\ 2
O = Y_\z+1\)_l (cm™)

either the in

The ab

and electroi,

n threshold results in the

occurs when an jon and an

mission of a photon

continuous, being defined

e expressed as (Ref.

[Yuz(e) - 1)

itial or

sorption of radiation

y a photon having enough

(3.3

(3.4)

the radiation absorbed

The absorp-

e)+6z,(L' e)]

(3.5)

3.4)
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%
7 = effective quantum no. = [z + 1)][Rw/Xi%]
X, = ionization energy of i-th state
7Z = charge on the residual ion

¢ )G, are functions of the species and transition
RITARA

il

phase shift

tt

Vi threshold frequency

The bound-free transitions of molecules are not, in general,
signiticant enough to consider for this problem.

Free-free transitions: Transitions between two free energy
levels in which free electrons are present 1n both the initial and
final state result in continuum radiation. The emission process
is commonly known as Bremestrahlung and takes place in the Coulomb

field of an ion (Ref. 3.1) as

NS + At + e +hy (3.6)
or in the field of a neutral atom as

A+e 2 A+e +hy (3.7

The free-free absorption process for an atom takes place according

to the relation

A+e'+hv-»A+e' (3.8)



fhe continuum radiation from these processes may be considered
classically to occur as a result of atoms OF jons deflecting
incident electrons and giving them an acceleration resulting in a
photon absorption OT emission. The free-free Cross section can

be expressed as (Ref. 3.6)

2l Lz -
=126 x wd e+ X B (cm?) (3.9)
v Q (hv)

7 = charge on the residual iomn

X = ionization energy
Q = partition function of the residual ion
g = Gaunt fartor (a non—hydrogenic correction factor) averged

for a shell

For free-free process as with the bound-bound and bound-free the
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absorption cross-section can be used as a measure of the effectiveness

of a particular radiative transfer mode of a species. Furthermore,
for bound-bound transitions the absorption cross section is written
in terms of the f number.

Many techniques have been used to obtain radiation data (Ref.

3,5) and the final form of the data may be found in forms ranging

from intensity measurements of individual 1ines to total intensities

measured from entire gas mixtures at various temperatures and
pressures. Accordingly the theories which are used for predictive

methods of radiant heating vary in corresponding detail. As



indicated in the previous discussion this work uses absorption

cross sections as a basis for a radiative model. Therefore the
present discussion is centered around the measurement of the required
cross sections and the information needed to use models for

computing cross sections.

Quantitative spectroscopic studies which yield absolute
intensities and line half-width are required to determine f-numbers,
cross-sections oY absorption coefficients (Ref. 3.5 and 3.6).
Measurements of spectral line profiles of jndividual lines may be
made in the microwave region however integrated band intensities
are sufficient for molecules. Additional data such as dissociation
energies, jonization energies and line frequency centers along with
a quantumn mechanical model for the species undel consideration is
needed to compute the cross section. Intensity measurements are
usually carried out in isothermal experimental arrangements. For
example low temperature measurements can be carried out in constant
volume cells attached to spectrometers (Ref. 3.5). For high
temperature studies of continuum radiation shock wave induced
plasmas and electrical discharges have been used to achieve the
required thermodynamic state (Ref. 3.6).

The purpose here 1is not to describe equipment. The interested
reader is referred to references 3.5, 3.6 and 3.7 and their
respective references.

The selection of the species and their transport processes to

include in the shock layer radiation calculation is based on the
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maximum relative contribution to the absorption coefficient. The
species considered are determined by the elemental composition of
the atmosphere (air) and the elemental composition of the ablator
@henolic—nylon). Given these elemental constraints and the
temperature and pressure ranges under consideration, thermodynamic
constraints determine the magnitude of species molar compositions.
The selecticn is divided into two Broups (monotomic and polyatomic
species).

For monotomic species (atoms and atomic ions) a good deal of
work has been done. 1t has been shown that atomic H, C, 0 and N
line and continuum mechanisms are the major contributors to
radiative energy transport in the shock layer (Ref. 3.2, 3.4, and
3.8). Furthermore, che cffects of ionic species H+, C+, d+, and N+
and higher jonizations have been shown to be negligible (Ref. 3.2)
for temperatﬁres below ZO,OOOOK. The radiation model of Wilson's
(Ref. 3.2) includes 1ine and continuum mechanisms of the four atomic
species and neglects the jonic species. For this reasong and
because adding molecular species to his model was fairly simple,
it was selected as the basis of the present analysis.

Agreement does ot exist on which molecular species and
respective mechanisms significantly contribute to the radiation
transport in an abiation coupled shock layer. The goal here 1is to
suggest a means of selecting the species and mechanisms which could

be significant in the shock layer radiative transport process.
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Ablator and air molecular species which exist in thermodynamic
equilibrium in significant quantities are presented in the folowing
section. Restricting consideration to these species, it is noted
that the frequency dependent absorption coefficient is directly
proportional to the species number density times the species absorp-
tion cross-section, see Eq. B.1l4. Table 3.1 presents, for the
molecular species, & 1ist of estimated maximum molar compositions,
maximum cross-sections and reported transition probabilities (£~
number). This information is needed in order to estimate the
relative effectiveness of a species and mechanism as a radiator.

It should be noted that the table is not complete. Some information
either was not found or does not exist; while other information

was reported as being of questionable accuracy. Further, some
molecular mechanisms were not 1isted since their cross sections or
f-numbers vere negligibly small in comparison with the ones listed
in Tab. 3.1.

The effectiveness of a particular mechanism of a sﬁecies is
principly dependent upon its absorption cross section, o, number
density and frequency range in which the absorption cross-section
is the same order of magnitude as the maﬁimum cross-section. Other
factors which determine the significance of a mechanism of a
species are the temperature level and the physical distance in the
shock layer in which the species exist. Most molecules will exist
in a near constant temperature layer near the body for large mass
injection. Therefore evaluation of cross-section at and slightly

above the sublimation temperature of carbon is realistic. Further,
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jirrespective of the physical dimensions considered if the relative
effectiveness of a mechanism of a species is negligible considering
the absorption cross-section, aumber density and frequency range
that mechanism will not participate in the radiative exchange.
Consequently a measure of the relative effectiveness of mechanisms

of species in this work is defined as

i i i 2
= Y . . .
é?j (Uj )max ( J)max (Ah\))J (ev cm’) (3.10)
where
(gjl)max ~ maximum cross section of mechanism i of species j
(Yj)max = maximum possible mole fraction of species j in the
shock layer
(Ah\))jl = spectral interval over which gjl is greater than
i
-1 (Gj )max'

In the above definition mole fraction which is directly proportional
to number density was used rather than number density. The radiative
neffectiveness factor' defined above was computed for the species
and their respective mechanism listed in Tab. 3.1. Figure 3.1
presents a ranking of the larger effectiveness factors which vary
over a range of four orders of magnitude.

Based on the éffectiveness factors in Fig. 3.1 a selection was
made of which molecular species and respective mechanisms to include

in the radiation calculation. The selection is indicated under the
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comments of Tab. 3.1. Bpased on this selection the mechanisms -
Hz(Werner), CZH(EZWJXZH) and CZH(Eziﬁ-'K22+) - were added to the
radiation model of Wilson's. The band average CrOSS sections for
all the species mechanisms along with the details of the radiation
model used in this work 1is presented in Appendix B. The radiation
model in computer program form is discussed and listed in Appendix

¢. 1In this progranm called LRAD 3 twelve species are considered

B 02 co

C NZ C3

0 1Line and Continuum C2 CZH Continuum
N HZ

o

where the molecules 1isted are the ones selected above. Computa-
tionally the frequency range 0 < hy < 20. (ev) is broken into
twelve continuum bands with nine line groups used located at nine
line centers. The boundary conditions on intensity entefing the
shock layer from the free stream and from the body are assumed
zero. Thus it is assumed that no radiation enters the shock layer
althrough radiant cnergy may leave through either surface. This is
the assumption made in state of the art analyses (Refs. 3.10, 3.19,
3.22, 3.27, 3.31 and others). The only questionable part of this

assumption appears to be in assuming the reradiation from the

surface does not effect the shock layer. This is theoretically
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correct for an optically thin shock layer. The results presented
in Chapter 5 show that the magnitude of the reradiation flux is
small in cowparison to the other radiative flux in the shock layer.
Further, the shock "layer is observed to be optically thin in the
lower frequency range where the surface radiation is emitted.
Consequently the assumption appears valid. The magnitude of the
energy loss from the sur face is significant with respect to the
energy absorbed and thus is account ed for in the surface balance
equations presented in the third section of this chapter.

One additional comment is pertinent regarding the selection of
radiative properties. It has been assumed in the foregoing discussion
that the ablator surface temperature is at the equilibrium subli-

)

mation temperature ol the char and the ablator responds i a Gud

[43])

steady manner. T1f however the surfacec temperature is significantly
below the char sublimation temperature, which is the case in the
early porticn of a re-entry trajectory, higher molecular weight
species will be introduced into the shock layer. The raaiative
properties of such species should be considered. However, by

and large the radiative characteristics of polyatomic hydrocarbons
are unknown. In addition, if the surfacé does not sublime
completely but rather mechanically erodes, which some experimental
evidence indicates can and does occur (Ref. 3.16 and 3.17), then
the radiative properties of solid carbon (soot) should be included in
the radiative and thermodynamic calculations. The radiative

importance of this process is indicated by the absorption Ccross-
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section of soot (10—12cm2 for a 250 A particle as computed using

data of Ref. 3.18) which is a factor of approximately 105 larger
than any gas phase species. Chemical equilibrium thermodynamics
analyses do not predict the presence of solid carbon at temperatures
above the char sublimation temperature. Furthermore, mechanisms
which result in solid carbon in the flow-field are not well under-
stood and consequently have not been modeled. Thus, for this work
solid carbon was neglected although if it exists in significant
quantities it might well have a pronounced effect on the radiative
heating.

In addition to the detailed radiation model and associated
properties just discussed, a simplified radiation model based on the
emission picperiicc of 21T Vs used. Thiz medel developed by
Ref. (3.19) is a correlation of the radiafive flux divergence of
air presented by Ref. (3.20). The curve fit equations for the

radiative flux divergence are listed below.

'I.‘t = 1000. 1OglOP + 13800.
If T < Tt’ then

log10 £ =.0005 T + 1.15 1og10P - 3.15 (3.17)
IfT = Tt’ then

1og10 E = 1.875 logloP + 3.903



136

. . - . O .
In the prececding equations T is temperature in K, P is pressure
. . . . . . 3 .
in atm, and [E is the continuum flux divergence in watts/cm~. This

radiation model will be henceforth called the emission model. It

provides a computationally fast means of estimating the flux
divergence in radiative coupled problems; although, as noted in
Ref. (3.19), the emission model tends to overpredict the flux
divergence obtained from more detailed models.

The species radiative properties discussed along with the
radiation model presented in Appendix B and the emission model are
used in a numerical solution of the thin shock layer equations. The
primary result from such a solution using either of the radiation
models is the surfaée heating rate. An additional method was used
in the procent work to compuie surfacc radiative heating rates.
This method is based on a correlation of a radiative cooling para-
meter presented by Ref. (3.21) which is based on the work of Page
et. al. (Ref. 3.22). The radiative cooling parameter accounts
for the radiative energy losses from an inviscid shock layer as
predicted by the numerical calculations of Ref. 3.22. The cooling

paramter, [, is defined as

2(qR)r
isothermal

= (3.12)
¥ p 3

w

The surface radiative flux is determined from the relation

isothermal

where the isothermal radiative flux must be determined from an
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independent calculation. In the present work the isothermal flux

is determined using the line and continuum radiation model presented
in Appendicies B and C. This correlation for radiative heating is
used in a computeY program called RADCOR developed as part of the
present work. Additional details concerning the use of the corre-
lation along with the RADCOR Program are presented in Appendix E.
Results and comparisons with more complete analysis are given in
Chapter 5.

To recapatulate, the molecular and atomic mechanisms which
produce line and continuum radiation have been discussed in relation
to the current problem. A method for selecting the mechanisms
which significantly contribute to the radiative energy transfer has
been developed. This method based on a radiative ¢
factor was applied in selecting molecular mechanisms. The equations
for an emission model of air was stated. Equations for the radiative
cooling parameter were stated. These equations were used in the
RADCOR computer program for simplified heating rate calcuiations.

THERMODYNAMIC PROPERTIES

Two sets of thermodynamic properties and computational methods
were used in the present work. One method is limited to the
species of air whereas the second is applicable to arbitrary gas
mixtures. The method which is limited to air species was used,
because of the computational speed, in solving the Rankine-Hugoniot
equations and in computing thermodynamic properties of shock layer

gases where no ablation products exist. The general method was



used to compute thermodynamic properties of air-ablation and ablation
product gas mixtures.

Equilibrium thermodynamic properties of air which includes its
major components (02, N2, 0, N, O+, N+, E ) were obtained in closed
form from a set of approximate partition functions using the method
of Hansen's (Ref. 3.23). The partition functions and thermodynamic
relations for an ideal gas were programmed (Ref. 3.24) such that the
total enthalpy, entropy, speed of sound, average molecular weight,
heat capacity and species concentrations can be found for a given
temperature and pressure. The following section discusses the
transport properties which were also computed using Hansen's method.
The computational scheme for both the thermodynamic and transport
properties oi aiv is crbodied in subroutine GAS whiclr is listed inm
Appendix D. Figure 3.2 presents a comparison of species number
densities con@uted using this method with number densities from
two different free energy minimization methods. This agreement is
typical and lends validity to the use of the species numbér densities
as well as the overall thermodynamic properties obtained from the
approximate partition functions of Reference 3.23.

Thermodynamic properties for arbitrafy gas mixtures were
computed using a free energy minimization program, CHEMEQ, developed
by Ref. (3.26) which is a modification of a program reported by
Ref. (3.25). Curve-fits of thermodynamic data for individual species

are required as the basic information for a calculation. The forms

of the curve-fit for the standard state properties are listed in

138
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Tab. 3.2. From the pure component properties which are represented
by the curve-fit equations the mixture thermodynamic properties are
computed by minimizing the free energy of the system,

The selection of the species to include in the shock layer
calculations was based on the ablator composition, the shock layer
temperture, and the pressure ranges of interest. Air and the
phenolic ablator selected for study contains the four elements,

#, ¢, O, and N. The temperature range considered was from the sub-
limation temperature of the ablator up to approximately 17000°K and
the pressure range considered was from .00l to 2.0 atmospheres.
Twenty species were found to have a significant concentration in

temperature range of interest at 1.0 atmosphere pressure, This was

taken as reprecentative in the pressure range. These species are listed

in Tab. 3.3. from Ref. 3.32 along with their respective heats of forma-

tions where the rcference elements are Hop, N2, Op, solid carbon and e .
The curve-fit constants obtained from Ref. 3.32 for these

twenty species are listed in the block data package of VISRAD 3

presented in Appendix D. Two sets of curve-fits are used for the two

temperture ranges 1000°K to 6000°K to 17000°K. Details of the

Fortran nomenclature for the curve-fit equations are given in

Appendix D.
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TABLE 3.2
A SUMMARY POLYNOMIAL EQUATIONS FOR STANDARD

THERMODYNAMIC PROPERTIES

Specific Heat

CO

i 2 3 4
P = Ap + AT+ AT+ AT+ AT
Enthalpy
n,r° A A A A A
i S W O B WS
Tl ST S S e S - M
Entropy
o
S A A A
T . S3.2 A3 L 5.4
R - AllnT + A2T + 5 T + 3 T + Z T 4 A7
Free Energy
F° A A A A A
T _ i S W T s W S
BT - Al(l-lnT) ) T 3 T 12T 2OT + T A7
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TABLE 3.3

COMPONENTS AND HEATS OF FORMATION

1) 595 16 @,
Component (k/cal/gmole) kcal/gmole

N 112.951 112.507
0 59. 544 58.972
C(gas) 171.301 169.990
Nt | 449.709 447.564
o 374.867 372.942
ct 432.357 429.537
H 52.098 51.620
c, 197.0259 195.000
c, 189.6115 188.000
C, B 117.6448 116.700
C,H, 53.8670 54.300
co -26.4179 -27.202
CN 109.7865 109.000
HCN 31.1895 31.281
c,H — 154.000
c 1 — 127.100
0, 0.0 0.0
N, 0.0 0.0
H 0.0 0.0




TRANSPORT PROPERTIES

The transport properties used in the present work are those of
pansen (Ref. 3.23) for air. As pointed out by Hansen the knowledge
of transport properties of air at high temperatures is in an
elementary siate as compared to the knowledge of the thermodynamic
properties. The basic information needed for calculation of
transport proper;ies from kinetic theory 1is the species interaction
potential such that the collision integral may be computed. At
high temperatures the atom-atom, atom-ion and atom-molecule potentials
are required but are not known well enough for accurate transport
calculations. The problem is further compounded when ablation
products are i{ntroduced into the gas mixture. Thus as an engineering
approximation, the closed form expressions for transport ccefficients
(i.e. thermal conductivity and viscosity) for air were used over the
entire shock layer.

The calculation of transport properties by the Bansen method is
based on simple kinetic theory of hard spheres. The viscosity is
calculated by a simple summation formula (Eq. 66 of Ref. 3.23)
which is a function of species density, mean velocity and mean free
path. These variables are then related to the temperature, pressure
and air species composition of the mixture. The thermal conductivity
is calculated as the sum of two effects. The first effect accounts
for the energy transfer by molecular collision which is processed
for ordinary thermal conductivity. The second effect accounts for

energy transfer by diffusion of species which are involved in

143
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equilibrium reactions at each point in the flow-field. The first
effect is expressed as a function of species density, mean velocity,
mean freepath, molecular weight and heat capacity. The second is
written in as a function of the temperature, species diffusion
coefficients, concentration and stoichiometric coefficient as well
as the equilibrium constant. These two effects are the frozen and
reacting parts respectively of the thermal conductivity discussed

in Chapter 2 (Eq; 2.169) when developing the temperature form of the
energy equation.

Using air transport properties is justified not only because
significant uncertainty is present in the basic data, but, more
importantly, the resulting heating rate from a shock layer solution
is essentiaily uncffected by the difference in air and air-ablation
product transport properties. Rigdon et. al. (Ref. 3.27) showed for
a typical flight condition a 1.5% change in radiating heating rate
as a result of the difference in air and air-ablation product
transport properties. More recently Esch (Ref. 3.26) has further
substantuated the negligible effect of different transport properties
on radiative heating. Specific calculations substantiating this
assumption will be given in Chapter 5.

ABLATOR RESPONSE PROPERTIES

The present work uses a quasi-steady ablator analysis of a
phenolic-nylon composite ablator. Furthermore, the surface tempera-
ture is selected to be the sublimation temperature of the char. These

restrictions imply appreciable ablation rates (at least 5% of the
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free-stream mass flux); the sur face balance equations (2.138 to
2.142) are appropriate to describe such flow-field ablator interxr-
action. Results presented in Chapter 5 will show post priori that
this is a valid approximation for most flight conditions of interest.
Since the elemental species, total mass flow rate and pressure
are identical across the interface for quasi-steady response with

appreciable ablation rates, only the encrgy boundary conditions is

considered here.

- +
dar”_ . 4T _
kK, = Fray T R (2.142)

The left hand side of the above equation represents the heat flux
into the body. The quasi-steady model of the ablator can be used
to relate this influx of energy to the heat absorbed and convected

away. This relation is

dT _ -
L dy (pV) AHab (3.14)

Combining Equations (3.14) and (2.142) yields

+

- _y 8T _ o F
(pv) AHab = kT dy ap (3.15)
or
(ov) AH . = q. - aJT4 (3.16)
P ab T )

where q. is the total heat flux (convective plus radiative to the
surface from the flow-field and AHab is the heat of ablation.

The phenolic-nylon composite considered in this work is
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described by Pike et. al. in Ref. 3.28. This composite has a mass
elemental composition of 72 A% ~arbon. 7.29% hvdrogen, 4.96% nitrogen
and 14.72% oxygen.

The heat of ablation of phenolic—nylon was computed by Balhoff
(Ref. 3.29) using a chemical equilibrium program developed by
(Ref. 3.26) which accounts for solids as well as gas components. The
heat of ablation which includes the heat of pyrolysis (300. BTU/lbm)
is presented in Fig. 3.3 along with the computed sublimation
temperature. The computed sublimation temperature and heat of ablation
data were least squares fit as a function of pressure for compu-

tation work. The equations from the curve fitting process are

- 2
_ aren .4 4+ 187, o L7 .
Tsub 2 + 0 10°lOP + 9,715 (logloP) (3.17)

2
AHab = 9179.7 - 114.81 lOgIOP + 329.64 (loglOP) (3.18)

Using Eqs. 3.17 and 3.18, the surface balance equation (3.16)
was solved for various pressure levels providing the results shown
in Fig. 3.4. The results indicate that the ablation rate is a weak
function of pressure and a weaker function of the sublimation
temperature for a given flow-field heating rate ané constant
sur face emissivity. A consérvative value of emissivity 1is

.6; such as that reported by Pope (Ref. 3,30) for phenolic-nylon char.
The average value reported in Ref. 3.30 was .67, this is in contrast

to an average value of .95 for the data reported earlier by
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Wwilson (Ref. 3,31). In order to determine the effects of uncer-
tanties in the surface emissivity on the ablation rate parametric
calculations were made fOr Lwo valuwi o ® . aing two values
of emissivity, namely: 1.0 and 0.4. The results are shown in
Fig. 3.5 and indicate an uncertainty of .056 1bm/ft2 sec for 1.0
atmospheres and .031 1bm/ft2 sec at 0.1 atmospheres. These values
are independent of heating rate; however the percentage uncertainty
increases with décreasing heating rate.

The results presented in Fig. 3.4 are used in Chapter 5 to

obtain coupled flow- field and ablator solutions.
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CHAPTER &4

VTR TOAT PR OCEDURES

FINITE DIFFERENCE EQUATIONS

The stagnation 1ine continuity, momentum and energy equations
selected in Chapter 2 are solved by finite differences using a
computer program called VISRAD 3 deveoped as part of this work. This
chapter describes the techniques used in VISRAD 3 to obtain
numer ical solutions.

The implicit finite difference method developed herein has been
presented in part by Adams et. al. (Ref. 4.1), Blottner (Ref. 4.2 and
4.3), Davis (Ref. 4 .4), Edelman and Hoffman (Ref. 4.5 and 4.6), and
Fay and Kay (nof. h.T). The stagnation 1ine ordinary differential
equations are quasilinearized. Derivatives are replaced by three
point finite differences. An implicit set of algebraic equations
of the tridiagonal form result from the previous steps for each
second order equation. This set can be rapidly solved using an
algorithm for tridiagonal matrices. Thus this method is globally
implicit in the shock layer coordinate.

In Chapter 2 the continuity and momentum equations were
transformed and split into the following first and second order

ordinary differential equations.
fl
== (2.158)
5

and
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The boundary conditions for Eq. (2.159) are:
n=0 £=0
(2.160)
'“ = 1_ ;; = 1/8
The momentumr ecquation, Eq. 2.159, is seccond order and
nonlinear. In order to solve this equation it is desirable to
obtain a linear second order equation of the form
2
d’vw d
_—% +a, E¥ Poaad = Ty (4.1)
dm bR “ :

Equation (4. 1) is the linear form used by Blottner (Ref. 4.2 and
4.3), Davis (Ref. 4.4), Edelman and Hoffman (Refs. &.5 and 4.6),
and Fay and Kaye (Ref. &. 7) and others to solve some OT all of the
conservation equations with differing degrees of completeness. The
ponlinear term in Eq. (2.159) can be quasilinearized in the manner

of Lee (Ref. 4.8).
k+ k
2 2 ¢ S
@ @) e @ @

where k is the iteration number. gubstituting Eq. (4.2) into

(2.159) yields 2 1inear equation of the form of Eq. 4.1).
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2Re & .ou 7 2Re &
v ., 1 __ 8 “s,0\ Kk , (PH) . s (k)
¢+ L oL \ o )f + pu Jg o0 \ ) C
(4.3)
Lo - 2 ~2 Ju N -
-~ . 2Re T2 =P oY, BT (810 QZ(k)‘
s LpZu(aus o/ag) <5§ 2pu K dg ) J

In Eq. (4.3) the superscript k denotes, computed from the k-th
iteration, and the superscript k+1 for the current iteration has
been dropped.

The three point, variable step size finite differences stated by

Davis (Ref. 4.4) and given below were used in Eq. (4.3),

-aﬁ)n e “n(A nn ta “n—l) “ntl

(dw\ A M1

AT - AT
n____n-l o, (4.4a)
A I n
] 2 Ty "
A8, T T !

. d w> _ 2

Ner/n T B8 Ty 8T 5) e

2
A nn N W (4.4b)

2
+ w
A ﬂn_l(A ﬂn + A nn—l) n-1

Using the above relations for the difference equations, Eq. 2.23

can be written as
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- 2- alaﬂn ]C +{31(A“H-Ann_l)"2+an
LA (rn +AT, -l L AT, A T 2 °n
(4.5)
+[—A2+31A“n-1 Q = g
W, N, AT, l)J nt+l 3
Equation (4.5) is of the form
A gn-l+ B Ly tCClm T D (4.6)

which yields a tridiagonal matrix in the vector equation to be

solved. Equation (4.6) can be written in the following matrix form:

B, By £y D,
: - 4.
A, By Cy ¢ D, 4.7)
An Bn Lgn LDn - Cn Cn-+1
L J . -

Equation (4.7) was solved using the tridiagonal inversion algorithm
program given by Conte (Ref. 4.9). This algorithm gives a rapid

and accurate solution of the tridiagonal system. No significant
improvement in accuracy has been noted in the use of double precision
in calculating va:iables in this subroutine.

The first order equation (2.158) which accompanies Eq. (2.159)

was integrated

~
£ =5 jo cdm+ £ (4.8)



where

- pv)
' (4.9)

20 (aus’olog)

using a simple trapezoidal scheme.
The transformed standoff distance,'ﬁ, was computed by using the
boundary condition
-(pv)

n=1 f=f = — (4.10)
2% (du, /38)

and Eq. (4.8) in the following relation

~ tS j fw
6 = ————-‘“—'ql (4'11)
| cam
0

This computed value was then compared to the assumed & for con-
vergence. If necessary a new % is assumed and the entire set of
equations is solved again.
Finally the actual standoff distance is computed using
§=73 j pd (4.12)
0
with a simple trapezoidal scheme.

The transformed cnergy equation developed in Chapter 2

1 E (e Bl AW
dnz 2pk Py dn /4y

(2.169)

is linear in temperature and thus quasilinearization of terms 1is
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not needed. In order to use the above equation in the form of Eq.
.0 ceeaee covm Fomust be a known function of 1.

Numerically this s accomp Lished by determining the flux divergence

profile from the previous iteration and this profile is then used

in the solution of the energy equation. Additional information

concerning the iteration technique is given later in this chapter in

the discussion related to Fig. 4.8.

The boundary conditions for the preceeding equation are:
(4.13)

where Tw is determined by the ablator response (for ablation coupled

analysis Tw = is chosen) and Ts is determined by the

sublimation
soluticn of'the Rankine-Hugoneot equations.

Following the development of the momentum equation, finite
differences (4.4) can be substituted into Eq. (2.169) fgr all
derivatives. This yields

- 2= 8T8y - ~a (an - AT D - 2.
Lan__ Camy Aﬂn_l)_l‘n—l T AT ATy Ia

(4.14)

L TS W N

!

* LA‘\'\n(AT\n + am ) Tor1 = %3

where
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-F - d(ka)n
17 2ok, L™Ce, = Tam ]

(4.15)
~2

a. = EL.VZ v, & g

3 kT dn kaT

Equations (4.14) and (4.15) yield a tridiagonal matrix like Eq.
(4.7) which is solved using the algorithm described for the momentum
equation.

In the present analysis a simplified species equation solution
was used. 1t was assumed that the elemental composition was constant
and equal to the ablator elemental composition from the ablator
surface to the stagnation point (i.e. v=0). Likewise from the stag-
nation point to the shock the elemental composition of air was
assumed. Results using this approach are in very close agrecment
with results containing solutions of the elemental species equation
as demonstrated in Chapter 5. 1f the elemental species equation
was to be solved numerically, the same procedure discussed for the
other equations can be used.

In order to take advantage of the variable step size finite
differences a set of criteria was developed to determine the step
size used in various regions of the shock layer. The nondimensional
temperature was used as the variable to specify the step size
pattern since in general it exhibits regions of more rapid change
as a function of T than the velocity function. Numerical experi-

mentation resulted in the following sufficient conditions:
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1. 005 < I < .05 (The nondimensional temperature change
acrnare o step ~an not be less than .005 unless ‘condition 2
applies OY greater thau LU5.

2. am < .04 (The step-size is never greater than .04; no lower
1imit is set.)

The upper 1imit on step-size is used to maintain accuracy in the
momentum egquation integration. The T step-size 18 updated between
momentum and cnergy solutions as the temperature profile moves towards
convergence.

The numerical methods discussed were implemented in the VISRAD
3 computer program which is documented in Appendix D. This appendix
also contains additional information on the iteration procedures
used in the .olution of the stagnation line equations.

SOLUTION BEHAVIOR

The results in this section are presented to demonstrate the
validity of the momentum and energy equation selected to illustrate
the wide range of applicability of the numerical methodé used and
to exhibit the manner in which convergence is achieved under
different situations.

Figure 4.1 presents the results of four different methods used
to solve the shock layer momentum and continuity equations. All
four methods agree reasonably well for this case in which there is
no mass injection and no radiation coupling. The present method

and the Adams-Moulton predictor corrector method used by Howe and
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Fig. 4.1 Comparison of Stagnation Line Momentum Equation
Solutions for the Case of No Radiation Coupling.
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Vegas (Ref. 4.10) agree quite well. Both of these methods as well
as the integral method of Spradley and Engel (Ref. 4.11) include
i : . o ‘e method reported by Wilson
(Ref. 4.12) does not include this effect and it is probable that this
effect accounts for the lower values of the velocity predicted by
Wilson's method. The deviation of Spradley and Engel's integral
solution from the present finite difference method may be accounted
for by two effects. First, and foremost is that integral solution
is limited by the degree of the polynomial selected in its
implementation. Secondly, second order effects are included in the
momentum equation solved using the integral approximation. A
comparison of computed stand-off distances between the present
implicit method and the integral method for the case shown in Fig.
4.1 indicates agreement within 6%.

Figure 4.2 presents a comparison of velocity profiles with
variable and zero d(pp)dy for zero and 20 percent mass injection
(i.e. (pv)w/(pv)é = 0 and .2)*. The results indicate that for no
mass injection, as anticipated by Wilson (Ref. 4.12), neglecting this
effect significantly changes the velocity profile near the wall.
Further, the results indicate that for cases when the boundary layer

is blown from the wall by large ablation rates the effect of this

term is not as significant in determining the velocity profile.

Note the negative sign of (pv)w/(pv)6 has been dropped.
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Figure 4.3 presents a comparison of temperature profiles compu-
ted with the present implicit method and with the quadrature relaxa-

i opUawdiy ane TRGUE voef. 4.11). The agreement is

[

C1C LCeid iy
quite good. Both solutions use Hansen's thermodynamic and transport
properties. Thus the only factors contributing to the differences
in the temperature profiles are the numerical techniques used, the
effects of second order terms in the equations solved by the
relaxation technique and the difference in the velocity profiles shown
in Fig. &4.1.

Figure &.%4 presents results of the present method for the
momentum equation coupled to the energy equation with emission
radiation for various mass injection rates. The velocity profiles

exhibit changes due LO Ma>s injecticn and radiatio

]
[®]
(5]
=
3
'—J
’J.
3
Qo2
[m3g
>
&0
-

are expccted and reasonable. Furthermore, no numerical problems
were experienced in obtaining the momentum solutions. This is in
contrast with unstable characteristics reported for the momentum
equation by Howe and Vegas (Ref. 4.10) for their fw = -;7, and the
need by Wilson (Ref. 4.12) to go to an alternate method for large
blowing rates. The present method has been used with no difficulties
to solve the momentum equation for a mass injection rate of (p*v*)w/
(p*v*)ﬁ = (pv)w = .50 which corresponds to Howe and Vegas' fw = -11.5.
Numerically, the velocity function £’ has been found to converge
quadradically in a quasilinearization sense as shown in Fig. 4.5.
However, the iteration om %, see Fig. 4.6, required a damping factor

to insure convergence. Likewise, for some cases, the temperature
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profile is weighed with the previous guess for a new guessed
profile. The use of a maximum of 60 points in the flow field have
Mo hwut e w. puate e g . the finite difference solutions
of both the momentum and energy equations. Radiative uncoupled
solutions converge when each point of the input and output profiles
is within one percent. Convergence on % was also set at one percent.
However, the addition of radiative coupling requires more stringent
tolerances to insure convergence to a unique solution. Figures 4.7
and 4.8 present some results of the effect of emission radiative
coupling on the temperature profile for different convergence
criteria. The temperature profile was selected to study emission
radiative coupling effects on convergence since temperature is the
most cencitive wvariable to both the radiative £luv term and to the
convergence tolerances,

Figure 4.7 presents temperature profiles for no mass injection
that result from different convergence criteria. It was found that
this case requires more stringent convergence tolerances than most
mass injection cases. This case was studied in detail to determine
the least stringent tolerances needed to insure convergence to the
correct answer. There are three convergent tolerances of direct
importance - the tolerances on each point in the temperature and
velocity function profile and the tolerance on the & change due to a
change in the temperature profile. The tolerances are denoted as

the energy tolerance, E; momentum tolerance, M; and the energy-

momentum coupling tolerance on 3 change in Fig. 4.7 and 4.8 Several
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conclusions can be obtained by close observation of Fig. 4,7. First,
neither 1.0% or 0.5% folerances on E, M and T are sufficient to
LRSULE <UlVELLe e vu kbt waigus wulelion obtained using 0.1% for all
threc tolerances and also obtained using 0.1% on E and M and 0.05%
on §. Secondly, it is noted that only 3 iterations between the
momentum and energy equation were required using the 1.0% or .5%
tolerances on E, M and %. Thus the radiative flux divergence term
had been calculated only 3 times. It was natural to question whether
the integral nature of the energy equation was satisfied with this
number of iterations. This leads to the third conclusion. Six

or seven energy-momentum iterations appear necessary to insure that
the coupling between the radiative flux divergence and the remaining
portion of the energy equation is correcily computed. This is
demonstrated in Fig. 4.7 by the case wheré .5% tolerances on E, M
and § was used again but in addition it was required that the
program make 7 energy-momentum iterations. The agreement of the
temperature profile for this case and the unique solutioﬁ is much
better than when only 3 iterations were used. Fourth, the energy-
momentum coupling was found to be adaquately satisfied when the
computed temperature profile did not change 5 more than 0.1%. This
is demonstrated by two cases. One case was run with 0.5% on E and

M and 0.2% on 3. These tolerances yield a solution significantly
different from the unique solution. The solution satisfied the
tolerances in 8 energy-momentum iterations. Thus the radiative

flux divergence coupling in the energy equation was apparently
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gatisfied. However, the momentum-energy coupling was not satisfied.
Another case was run with 0.5% tolerances on E and M and with 0.1%
LOLGL thict wn e A el profile is in quite good agreement with
the unique solution indicating that these tolerances are sufficient
to insure proper convergence. Thus, from these numerical experiments
one concludes that 0.5% tolerances on E and M, 0.1% tolerance on
% is required in order to insure proper convergence. Further, a
minimum of six or seven energy-momentum jterations appear required.

The results presented in Fig. 4.8 indicate that even though the
above convergence tolerances are required for some shock layer
solutions, others may not require such stringent tolerances. For
the problem stated in Fig. 4.8 all the tolerances employed yielded
essentiaily ihe same resuits. It should be noted however that all
the cases werc required to iterate between the energy and momentum
equations at least 5 times thus satisfying the radiative flux
divergence and cnergy equation coupling. Other conditions not
studied here or in Chapter 5 might require different criteria.

The establishment of the necessary and sufficient conditions
to assure convergence to a unique solution discussed above was
carried out using the emission radiation model. These criteria
were found to be quite satisfactory for calculation which included
line and continuum radiation coupling. However for some flight
conditions difficulties were experienced in converging to the

required criterion.
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The principle cause of convergence difficulties is the very

strong non-linear coupling betwecen the temperature and radiative

., iiculties were experienced for
cases of no mass injection but convergence became more difficult
with increasing pressure for mass injection cases. The extent of
radiation coupling is, of course, increased rapidly by increased
shock layer pressure. At pressures near one atmosphere the temperature
profile exhibits large oscillations over the entire flow-field and
instabilities principally near the stagnation point if the profile
is not constrained in some manner. This behavior is similar to the
behavior discussed by Anfimov and Shari (Ref. 4.13) for the same
flight conditions. Several methods were tried to assure and to
speed convergence. A combination of methods was necessary to
achieve satisfactory convergence-performance. This combination of
methods will be discussed first followed by the reasoning leading to
the use of the individual parts.

The convergence logic of the VISRAD 3 computer progfam is
presented in Fig. 4.9 in block diagram form. The oval ended blocks
in this figure denote operations associated with convergence. The
first three of four parts of the convergence scheme are simple
weighting factors. The E, flux divergence profile at each point and
temperature profile at each point is weighted with their respective
computed values of the previous iteration to provide a guess for the
current iteration. These three variables generally exhibit oscillatory

behavior if unweighed, thus the weighing procedure tends to
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dampen the oscillations. The fourth part of the convergence scheme

is a constraint on the guess of temperature profile. The guess is
kept within 8 percent of the tuiperatw.e profile from the previous
jteration. Furthermore, the guessed temperature profile is used to
compute updated density and viscosity profiles to be used in the next
momentum solution. This procedure works satisfactorily if the initial
guess provided to start the program is close to the final result,

This can be achieved by running cases at constant (pv)w starting with
a low pressure (i.e., 0.1 atm.) and using the converged results as

a guess for the next pressure level.

The first part of the convergence scheme weighs the new and old
values of ¥ in an attempt to reduce the momentum energy coupling
between iterations. The effect of this weighing was found to be
only slightly influential but beneficial in convergence. The
second part of the convergence scheme weighs the new and old
radiative flux divergence at each point in the flow-field. This has
the result of dampening the oscillations in the flux divergence
profile with the main effect being in the stagnation point region
where the flux divergence changes sign. The third part of the
convergence scheme weighs the new and old temperature at each point
in the flow-field. This was done in order to dampen the oscillation
in the temperature profile, improve the properties for the next
momentum solution and to improve the flux divergence for the next
energy solution. This part of the convergence scheme is the

principle contributer in obtaining a converged solution. The specific
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weighing values for the preceding variables were determined by
numerical experimentation and appear to be satisfactory; however,
due to the nonlinear coupling invoivee ol the chunge in coupling
for different flight gonditions the weighing factors are a compromise.
A converged solution was obtained using the first three parts of
the convergence scheme. The behavior from iteration to iteration cf
%, stagnation point temperature and radiative flux divergence are
shown in Figs. 4.10b, 4.10a and 4.11 respectively. The stagnation
point values of temperature and flux divergence were chosen for
presentation since they are generally the last value to converge
in the profile. Both T and temperature exhibit large oscillations
during the first five iterations. Corresponding to the large
temperature oscillations, Fig. 4.11 shows a much larger change in
the flux divergence. Even though convergence was achieved for this
low pressure the results indicated that the temperature had to be
constrained to achieve convergence for higher values of pressure.
This realization lead to the constraining procedure of part four of
the convergence scheme. By not allowing the guessed temperature to
deviate from the previous profile at each 7 location by more than a
fixed percentage the large oscillations were reduced. Fig. 4.12
shows a typical convergence procedure for a pressure of 0.5 atm.
using a maximum percentage change of 4.0%. The temperature profiles
in Fig. 4.12 are for intermediate iterations and the converged
profile is not shown (it is reported in Chapter 5), however, the

progress toward convergence is shown. The eleventh and twelvth
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iterations are near convergencc in the near wall and near shock
region. The dip in the temper~ture profiles near the stagnation
point is characteristically the last irregularity to disappear
before convergence. The results shown in Fig. 4.12 indicate that
perhaps the 4.0 percent change constraint was somewvhat smaller than
required. Subsequent calculations indicated a value of 8.0% 1is
sufficient and provides a good compromise between stability and
time required for computation.

From the results presented in Figs. 4.1 and 4.3 it can be
concluded that apparently the second order effects do not signifi-
cantly contribute to the description of the flow-field characteristics
and therefore are justifiably neglected. Furthermore, the present
method agrees with cther described methods for the case where these
methods are applicable. The numerical solution of the momentum
equation is quite rapid and exhibits no numerical difficulties.
Numerical difficulties were experienced in the solution of the
energy equation for mass injection cases where the radiative flux
divergence profile changes from a large negative to large positive
number in the stagnation point region. The convergence scheme

presented in Fig. 4.9 is shown to satisfactorily overcome these

difficulties.
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CHAPTER 5

STAGNATTOM T.TNF RESULTS

Two of the basic objectives of this research, as stated in
Chapter 1, were to develop a computer program soluticn for the
stagnati;n line flow field equations and to perform parametric studies
for hyperbolic entry conditions. The results presented herein
illustrates that these two objectives have been realized.

Two computer programs have been developed which provide two
levels of detail in defining stagnation line characteristics. A
coupled set of first order stagnation line equations are solved
numerically by implicit finite differences in the program called
VISRAD 3 which provides the most complete analysis. The equations
and numerical procedures used are given in Chapter 4. A second
program called RADCOR was used to compute radiative heating rates
for no ablation using the radiative cooling parameter correlation
discussed in Chapter 3 (Eq. 3.12 and 3.13).

The two computer programs have been used to perform parametric
studies and the results of these studies are presented herein. The
parametric studies were conducted for continuum flight conditions
corresponding to hyperbolic earth entry velocities. These conditions
produce radiative heating rates which are much larger than convective
heating (Fig. 1.7). Flight velocities below 36000 ft/sec were not
considered since the Apollo flight data and other re-entry data are
available and define the heating and material response behavior for

these less severe conditions. The conditions considered are:
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Free stream velocity: 36000 to 58000 ft/sec

Post shock pressure: .01 to 2,0 atm.
Fig. 2.7 illustrates that these conditious ¢ in the range of
applicability of the shock layer equations and are appropriate for
hyperbolic entry trajectories which lie in the domain of interest.
In addition to flight conditions, additional paramcters must be
specified to obtain a shock layer solution at one point in a trajectory.

The basic specifying variables are:

Variables Specified by

U or T Free-stream
© &) .
or Trajectory
Pe or P6 Post shock conditions
R - Body Radius | Vehicle Shape

(de/dE) -0 Initial shock curvature} Assumed (zero for a

&= concentric shock)

- Ma injecti E:

(pv)w ss injection rate
Tw - Surface Temperature Ablator Response Parameters
Niw - Elemental mass fraction

at the wall

Throughout the results presented the wall temperature and elemental

species composition at the wall have been specified as:

T = 3450°K (sublimation temperature
W -
of phenolic nylon at
P = 1.0 atm)
~ quasi-steady
Ciw = ,7303 carbon state ablation
.0729 hydrogen 40% nylon assumed
.0496 nitrogen 60% phenolic resin

L1472 oxygen
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The primary emphasis in the parametric studies was to quantitatively
determine the effects of ablation products and radiative energy
transport on surface heating races. Irom this information coupled
ablator-shock layer solutions were obtained. In addition, results
of the calculations were studied to provide additional understanding
of shock layer processes such that the importance of the various
transport and coupling processes could be assessed.

In describing radiation, ablation and other effects the word
"coupled' has been extensively used in this chapter. It might be
well to reflect on its connotation as used here before proceeding.
Mathematically, the stagnation line equations are solved as a set
of ordinary differential equations in one dependent variable
each. Each of the equations contains variable coefficients and
terms which are functions of and/or include the dependent variables
from the other equations. Thus the equations are coupled in that a
solution to the set of equations can not be obtained unless itera-
tions between equations on the dependent variables are made to satisfy
the set simultaneously. The extent of coupling may be described by
a brief discussion of weak coupling. If one equation is weakly coupled
to another equation large variations in the dependent variable of
one equation produces only small variations in the dependent variable
of the weakly coupled equation. The integrodifferential nature
of the energy equation produces another type of coupling. The
integro term in the energy equation has been treated as a separate

equation with respect to the remainder of the energy equation.
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Iterations are performed to satisfy both parts simultaneously. The
integro term is the radiative flux divergence which is quite
obviously dependent on temperature and is thus coupled to the differ-
ential portion of the energy equation. The phrase "ablator-shock
layer coupling' has a slightly different connotation. It is used

to describe the ablator and shock layer conditions which yield a
compatable set of surface boundary conditions.

The first four sections of this chapter present parametric
studies of the stagnation line flow-field obtained using the VISRAD 3
program. Some results from the RADCOR program are also presented
for comparative purposes. In addition to the parametric studies the
fifth section of this chapter presents heating rates obtained from
a radiative cocling parameter correlation used in the RADCOR computer
program. The main results in this section are a set of graphs for
heating rates which were obtained using the RADCOR computer program.
These graphs permit hand calculations of hyperbolic entry radiative
heating rates for no ablation. A method is suggested for estimating
the effect of ablation on heating rates. The ablation adjusted rates
could then be used to obtain quasi-steady state ablation rates.

EFFECTS OF RADIATION COUPLING OM THE SHOCK STAND-OFF DISTANCE

The shock wave location is a boundary condition for the thin
shock layer equations. Mathematically this boundary condition is
known as a free boundary and is determined by the solution of the
equations in the bounded region. For the problem under investigation,
the shock stand-off distance is determined by the radiation-gas

dynamic coupling which occurs in the shock layer.
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The purpose of this section is to present results which demon-
strate the radiation-gas dynamic coupling effects on the stand-off
distance. These results were outained using the *1O0RAD 3 and RADCOR
computer programs which are discussed in Appendix D and E respectively.
A systematic study 1is presented for the stand-off distance for flight
velocities between 36000 and 58000 ft./sec. assuming Tw = 34500K,

(pv)w = 0.0 and a concentric shock. The influence of the concentric
shock assumption is asscssed at a typical flight condition. 1In
addition, the location of the stagnation point for mass injection
cases is examined for a number of flight conditions.

Stagnation line solutions were obtained for free-stream velocities
between 36000 and 58000 ft./sec. at post shock pressure levels of
P6 = 1.0, .50, .10 and .01 atmospheres using the line and continuum
radiation model. The nondimensional stand-off distances resulting
from these calculations are shown in Fig. 5.1 as a function of
density ratio across the shock. Along with the computed results are
plots of two commonly used correlation cquations which were
developed to predict nonradiatively coupled stand-off distances. It
is noted that the correlation of Inouye (Ref. 5.1) predicts larger
stand-off distances than any obtained by the present method; however,
the correlation presented in Ref. 5.2 agrees to within 3% with the
four points for 36000 ft./sec. computed with the present flow-field
solution. It will be shown that the effects of radiation coupling
is small for this flight velocity (Fig. 5.19 shows the maximum effect).
Thus the correlation from Ref. 5.2 provides a quite reasonable estimate

of the nonradiatively coupled stand-off distance.
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The present results shown in Fig. 5.1 indicate some additional
jnteresting processes. Most obviously, the stand-off distance is a
strong function of the post sho i paiave V.. .+ustant pressure
lines show a double value for & at constant ;. This effect, which
occurs at the higher velocities, is a natural result of air thermo-
dynamics being used to solve the Rankine-Hugoniot equaticns. As
discussed in Chapter 3 the Rankine-Hugoniot equations are solved
using the air model of Hansen (Ref. 5.17) which assumes an ideal
dissociating and ionizing gas. It 1is also noted that the turn in the
constant pressure line gets sharper with decreasing pressure until
the stand-off distance becomes double valued for the pressure
P6 = ,01 atm.

A measure of the radiative-gas dynamic coupling effects on the
stand-off distance can be shown by observing the actual stand-off
distance, &, divided by the radiationless stand-off distance, A. The
nondimensional radiationless stand-off distance, A, selected for the

present work is represented by the equation
A = /(1 +N8p/3) (5.1)

obtained from Ref. 5.2 This equation was used since it appears to

be compatible with the flow-field predictions for small radiation
coupling as shown in Fig. 5.1 and the use of Eq. 5.1 makes the infor-
mation to be presented more accessible to other investigators than
radiationless flow-field results. Accordingly the deviation from the

radiationless shock layer distance is cxpressed as
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Fig. 5.2 Radiative Cooling Effects on the
Stand-off Distance for Constant
Post Shock Pressure Flight



s/n = (1 +\6p/3) /7 (5.2)
Figure 5.2 shows the effects «f « i i " - on the stand-off

distance as a function of the radiative cooling parameter, I'. The
cooling parameter was computed using the same line and continuum
radiation model used in the flow-field solution and is based on the
radiationless stand-off distance, A. The results indicates that the
ratio §/A varies linearly with I' for small values of I'. It is noted
that there is an apparent translation at §/A = 1.0 for different
pressure levels. This is attributed to the representation of A with
Eq. 5.2 rather than using the actual radiationless stand-off distance.
A comparison of the present results with previous estimates of
Goulard (Ref. 5.3) shown in Fig. 5.2 provides additional insight
jnto the radiation coupling effects. Goulard formulated the stag-
nation line problem with a simple inviscid flow field model and a
gray gas radiation model. The cffects of radiation - gas dynamic
coupling on the stand-off distance were studied using a perturbation
scheme for small values of I'. Results were obtained for optically
thin and thick limits. The optically thick result, Eq. 63 of Ref.

5.1,
§/a =1 - 5%T EZQA) (5.3)

is in terms of a parameter, ﬂA = péKéA . This parameter is the product
of the post shock density, frequency averaged mass absorption
coefficient and A. The optically thin results were identical to

the preceding expression with the exception that the exponential
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integral, EZ’ was equal to one. For the optically thick limit,
Goulard found a minimum value of §/4 for horizontal flight and this
minimum corresponded to a value . iy . .nd tin optically thin
results are shown in Fig. 5.2 The optically thin limit predicts a
larger reduction of the stand-off distance than that observed for

P = .0l atm; and this result is in agreement with Goulard's assess-
ment that his optically thin relationship would overestimate the
cooling effect. It should be emphasized also that Goulard's analysis
ig valid only for I' << 1. The optically thick line tends to under-
predict the radiative cooling effects for small values of I'. It is
interesting to note, however, that the trends shown by the simplified
model are in agreement with the present results. That is the
increase in optical “n:ickness correcponding to increasing post shock
pressure tends to decrcase the radiative cooling effect of reducing
the shock stand-off distance.

The functional relationship of the radiative heat transfer
coefficient and &/4 is shown in Fig. 5.3 for the same conditions as
those in Fig. 5.2. These results indicate the nonlinear relationship
between the stand-off distance and the radiative heating. This is in
contrast to adiabatic inviscid analyses which show a direct
proportionality relation.

The results presented in Fig. 5.2 and 5.3 are for constant post

194

shock pressures which is apprbximately horizontal flight (see Fig. 2.7).

The results presented in Figs. 5.4 and 5.5 are for vertical flight for

a fixed sct of velocities. The optically thin and thick estimates



(Radiative Heat Transfer Coefficient)

c
R

1.2 T 1 ]
1.0 I S N
.08 L
06 F Pé(atm)
G- 1.00
0o-— .50
04 F o~ .10
A— .01
.02
0 1 1 1 ¥
.6 7 8 .9 1.0
6/4
Fig. 5.3 Radiative Heat Transfer Cocfficient

Variations with &/4



s/a = 5(1 ++[80/3)/p

Vertical Entry
R =9 {t

/f—— U = 36000 ft/sec

Optically Thick
40000 / (Eq. 63, Ref. 5.3)

{

9l 16000

.81

A
Optically Thin
(Eq. 41, Ref. 5.3)

.6 ! ' . ‘ :

0 .2 A .6 .8 1.0

I (Radiative Cooling Parameter)

Fig. 5.4 Radiative Cooling Effects on
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of Goulard appear to be in agreement where applicable with the
present results for the U, = 36000 ft./sec. curve. The set of curves
appears to form a sur face which las an .. ,mrotic limit on the optically
thick side. Further, the asymtote (i.e. the shaded line in Fig. 5.4)
appears nearly linear for values of T less than .5 and corresponds

to the P6 = 1.0 and 0.5 atm. line in Fig. 5.2. Fox larger values of
I' a minimum value in the asymtote for 5/A appears to be approached.
It is anticipated that for flight velocities higher than 58000 ft./
sec. precursor radiation will become significant resulting in an
increase in §/A, since & portion of the energy lost by radiation
through the shock wave which reduces the stand-off dis;ance will be
absorbed by the on coming gas and returned to the shock layer. It
might bc pointed out that this minimum was understandably not
predicted by the analysis of Goulard. This minimum appears to occur
for large values of I while Goulard's analysis was limited by the
assumption that I' << 1.

Figure 5.5 points out features not apparent in Fig. 5.4. The
actual nondimensional stand-off distance and 6/A are plotted against
post shock pressure for an intermediate velocity of 50000 ft./sec.
in Fig. 5.5. The stand-off distance for this vertical flight case
exhibits a maximum whereas §/p monotomically decreascs with
increasing post shock pressure.

To this point in this section of the results presented are for
a single body radius, R = 9 ft. Figure 5.6 presents the functional

dependence of the stand-off distance on I' for various values of body
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radius. Even though & verses [’ is linear,ﬂplots of § verses the
corresponding R or C would not show a linear dependence. Also,
since Fig. 5.6 is for one flight cond:i o H o : /A exhibit the
same dependencies. It is interesting to observe that the smaller
nose radius body will produce the largest nondimensional stand-off
distance. This, of course, is a result of the smaller radiative
loss experienced by the smaller shock layer. It should be pointed
out that although the results given in Fig. 5.6 show a linear
relationship, the flight conditions lie along the asymtote shown in
Fig. 5.4. Consequently, for flight conditions other than those
along the asymtote one might well expect a nonlinear relation between
§ and .

During the development of the stagnation cquations in Chapter 2,
the shock bluntness at the stagnation line was demonstrated to be
unknown. The bluntness parameter, (de/d§)§=0, has been assumed
zero corresponding to a concentric shock in most of the present
work. To evaluate the effect of this assumption on the stand-off
distance and radiative heating rate, (de/d§)§=0 was left as a para-
meter in the momentum equation (Eq. 2.153) where do/dg = 1. - de/dE.
Parametric variation of (de/d§)§=0 resulted in the effects shown in
Fig. 5.7. The results indicate that the shock stand-off distance
and radiative heat transfer coefficient both increase in a near
proportionate manner with (de/d§)§=o. Further, the effect of

(de/dE)

is approximately the same for the two radiation models

£=0

uscd. The work of Burns and Oliver (Ref. 5.4) indicated that
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(de/d§)§=0 = ,0705 for a hemispherical shaped body at the same flight
conditions used to obtain Fig. 5.7. Consequently onc would expect a
5 ope iUn ancrease in stand-off distance and heating rate coefficient
because of non-concentric effects. This percentage may, of course,
change somewhat with flight conditions and body size. Additional
observations related to the stagnation line shock bluntness are
given in Chapter 6.

The shock stand-off distance is, in addition to the previously
stated variables, determined by the amount of ablation products
being injected into the shock layer. Mass injection essentially
translates the shock wave away from the body with ablation products
existing on the wall side of the stagnation point and air species
on the shock cide. Figures 5.8 and 5.9 show the stagnation point
location as & function of mass injection rate and free stream
velocity respectively. The nondimensional stagnation point location,
(y/&)sz, is shown as a function of (pv)w for three post shock
pressure levels in Fig. 5.8. The results indicate that the stagnation
point location is essentially independent of shock layer pressure
jevel. Also shown in Fig. 5.8 are results from Ref. 5.5 at (pv)w =
.20 for a slightly different body radius and carbon phenolic ablation
products.

The stagnation point location, for a given post shock pressure
level, as a function of free stream velocity is given in Fig. 5.9.
Present results are compared to those of Ref. 5.5 which are for

different pressure levels shown. The present results and those of
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Ref. 5.5 indicate that for the given mass injection rate the ablation
product layer thickness increases on a percentage basis as the free-
Gtieaw velociiy is increased. Moreover, the ablation layer thickness
reported by Ref. 5.5 is approximately 6.0 to 7.0% of the shock

layer smaller than the present results. This agreement appears quite
reasonable in the light that Ref. 5.5 results are for a different
ablator and slightly largex body radius. The results presented in
Figs. 5.8 and 5.9 may be of benefit for investigators using inviscid
analysis approximating the inner and outer regions of the shock layer.

HEATING RATES AND ABLATOR COUPLING

The main concern in designing an ablative heat protection system
is the prediction of the rate and total amount of energy which
would be transfcired to the aslator during atmospheric entry. For
hyperbolic entry conditions the main mode of energy transfer to the
ablator surface is by radiation as illustrated in Fig. 1.7 for no
ablation. The effect of mass injection due to ablation is to reduce
the convective heating to a negligible level compared to radiative
heating. Accordingly, the results presented in this section concern
the quantitative definition of radiative heating levels for typical
hyperbolic entry flight conditions. A systematic variation of problem
defining variables was made to establish cause and effect relation-
ships. Coupled ablator and shock layer solutions were obtained for
flight conditions typical of vertical entry.

Many of the radiative hcating rates results presented in this
section and others are in terms of the nondimensional radiative heat

transfer coefficient which has bee: defined as
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¢ - —2— (5.4)

This coefficient represents the fraction of the flux of flow energy
entering the shock layer per unit area which is transferred to the
surface by radiation. The energy not transferred to the surface by
radiation or convection is radiatively lost through the shock or

r¢ ~ained by the gases surrounding the vehicle*. These gases flow
over the vehicle and equilibrate in its wake with the atmosphere.

Radiative heating rate results, for no mass injection, are
presented in Fig. 5.10 for conditions which through traditional use
have become a standard for comparing radiation calculation methods.
The recults prescnted 211 contain line and continmum radiation and
agree to within + 10% of the average. The comparison made 1is
essentially between computational methods since as pointed out by
Wilson (Ref. 5.6) the basic data for the radiation calculation is
common in the work compared. It 1is noted that C1 tends to an
asymtotic limit at the higher free stream velocities.

This asymtotic behavior is exhibited to a lesser extent as the
post shock pressure is lowered for the same flight velocities as
shown in Fig. 5.11, Figure 5.11 presents results from the radiative
cooling parameter calculations and shock layer calculations. The
shock layer calculation results are in general slightly larger than
the correlation results except at the lowest pressure. The results

JEIS

Neglecting precursor heating effects.
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demonstrate the nonnegligible effect of the shock layer pressure
Jevel on radiative heating.

I'he effect of body size on radiative heating without ablation
is demonstrated in Fig. 5.12 for one set of flight conditions. All
of the results presented contain line and continuum radiation
coupling. The results are markedly different than the linear body
radius dependency predicted by adiabatic shock layer calculations.
In fact the present results show a near linear dependence on (&n R).
The results of Ref. 5.7 also appear linearly dependent on (4n R)
for values of R greater than 1.5. Calculations at additional flight
conditions are necessary to determine if the Zn(R) relation is
characteristic of coupled shock layer solutions which include both
line and continuum radiaticrn.

The role of line and continuum radiation coupling is important
throughout the peak heating period of hyperbolic entry. To illustrate
this point, stagnation line heating rates were computed for a 1l0-g
undershoot boundary trajectory with an initial entry velocity of
55,000 fps. The underéhoot trajectory, presented in Fig. 11 of Ref.
5.8, was used by Engel and Spradley (Ref. 5.9) to assess the role of
radiative absorption effects on heating loads. This earlier work did
not include the effects of line radiation., Fig. 5.13 presents a
comparison between the present results and those of Ref. 5.9. All
of the results presented account for radiative losses and thus point
out the importance of using a radiation model which includes linc

and continuum radiation without optical depth restrictions. From
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Fig. 5.13 it is observed that both the emission model and the optically
thin continuum model of Ref. 5.9 overpredict the radiative heating
rates cowpuica with the RADCOR and VISRAD 3 programs. Further, it

is noted that the results of Ref. 5.9, using continuum radiation

only, significantly underpredicts the line and continuum heating rates.
The present results obtained using the radiative cooling parameter agree
quite well with the results from the shock layer solution. It is
interesting to note that the present results and those of Ref. 5.9

show a net absorption in approximately 9% of the shock layer near

the wall. Thus the line and continuum and continuum only results
indicate that including line radiation does not significantly change
this observation.

One of the prinziple obiectives of the current research is to
evaluate the the effects of ablation product mass injection and to
obtain ablator shock layer coupled solutions. It was found that
previous work, Ref. 5.5, 5.6, 5.10 and others, obtained heating
rates for specified ablation rates from shock layer solutions which
exhibited no apparent correlation as demonstrated in Ref. 5.5. Most
of the results of the previous work was for various flight velocities,
altitudes, body radii and ablation rates of carbon phenclic.
Unfortunately either too few results were obtained in one analysis
and/or more than one specifying parameter was changed from case to
case. This has lead to an incomplete understanding of the effective-
ness of ablation products in reducing the radiative heating to the

body. Specification of the altitude as an independent parameter



exemplifies the difficulties encountered. If, for example, we were

to hold the altitude constant as well as the body size, wall tempera-
ture and mass injection rate and vary the flight velocity the follow-
ing would be observed. As shown in Fig. 2.7 the post shock temperature
and pressure levels would both change. This is in addition to a

change in post shock velocity as computed using the Rankine-Hugoniot
equations. Thus by holding altitude (or free stream density)

constant and changing flight velocity, & change in three shock layer
parameters occurs rather than one as desired. Since the shock

layer pressure level has a considerable effect on radiative heating

as shown in Fig. 5.11, it is desirable to specify this parameter

rather than altitude. Accordingly, for a constant P6 a change in

free stream velocity changes only one thermodynamic parameter, T5’
and the post shock velocity. 1In general it is mnot possible to change
flight conditions without altering at least two shock layer parameters.
Consequently the present parametric studies were conducted at

specified pressure levels for various free stream velocities.

Radiative heating rate results for Uo° = 50000 ft/sec, R = 9 ft.
and Tw = BQSOOK are shown in Figs. 5.14 and 5.15 for different levels
of post shock pressure and ablation rate. The results in Fig. 5.14
jllustrate the post shock pressure effects on heating at constant
(pv)w are somewhat simi1a£ in shape but are not similar to the no
mass injection line. The results show that an ablation rate (pv)w

= ,05 reduces the radiative heating rate substantially and additional

ablation has a much smaller percentage effect. This effect is also
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shown in Fig. 5.15 which presents another projection of the CHR,
Ps’ (pv)w surface. The constant P6 curves exhibit a characteristic
Gefio . = -abh (pv)w but do not overlap when nondimensionalized by
the heating rate coefficient for no mass injection, (CHR)O'

Most investigators present heating rate results for mass
injection in a plot of CHR/(C )O verses (pv)w irrespective of the
frece stream velocity, post shock pressure or body radius. As pointed
out above this had led to apparent disagreement between results.

The obvious conclusion is that the (pv)w parameter is not sufficient
to correlate the results. Fig. 5.16 was prepared to, in part, point
out why (pv)w is insufficient. The results show a quite obvious
dependence on post shock pressurc and exhibit a minimum in the
constant (pv)w curves near Pé = .3 atm. Two values of nondimensional
heating for carbon phenolic are algo shown in Fig. 5.16. These
values, although not at the precise flight conditions and body size
of the present results, were thought to be near enough for comparative
purposes. The (pv)w = .10 case of Wilson (Ref. 5.6) shows a slightly
higher rate of heating than extrapolation of the present results
would yield and the (pv)w = .20 case of Rigdon et. al. (Ref. 5.7)

is slightly lower than present results. The agreement is gquite
reasonable since the results are for different ablators. More

impor tantly, the two points indicate that the same kind of post shock
pressure dependence 1is shown. From these observations it is realized
that plotting CHR/(CHR)O versus (pv)w irrespective of pressuré level

may lcad to erroncous conclusions regarding the effectiveness of

ablation in reducing radiative heating.
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To examine the effect of free stream velocity on the radiative
heating at a constant ablation rate Fig. 5.17 was prepared. As shown
.. cw.. aalf of the figure the effectiveness of the ablation

products for the conditions examined exhibits a minimum (i.e.,

c,. /()
Hp' " HR™0
maximum in C_ /(C

! o0

Fig. 5.17. Even though the actual heating rate increases with velocity

exhibits a maximum) near 50000 ft/sec. The reason for the

is clear from the plot in the upper half of

for (pv)w = .20 its rate of increase is smaller than for no ablation.
In the lower half of Fig. 5.17 values of CHR/(CHR)O are given for
different post shock pressure levels at U_ = 50000 ft/sec to

indicate how the pressurc level would shift similar curves verses U .
In addition, three computed points from Rigdon, et. al. (Ref. 5.5)
for carben phenolic are shown. These results for a constant altitude
are in reasonable agreement if one considers the post shock pressure
level shifts.

Of prime importance in the design of an ablative heat shield is
the accurate determination of the amount of material which will be
lost during entry. To compute the amount of material lost by ablation
processes requires a coupled solution of the flow field and ablator.
For quasi-steady ablation the coupling is adequately described by the
surface balance equations presented in Chapter 3. Fig. 5.18 presents
a graphical solution matching the flow field and ablator response for
five different post shock pressure levels. The point of crossing of
the constant P6 shock layer lines and the linear segments for the

given P5 of the ablator response as read from Fig. 3.4 yields the
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coupled solution. Several observations can be made from Fig. 5.18.
13 et oheel layer coupling becomes important at approximately
P6 = .10 atm. for the flight velocity and body size specified.
Further the quasi-steady ablator response assumption would not be
valid below P6 = .10 atm. since the heating 1is insufficient to maintain
the surface at the sublimation temperature unless the char surface
is removed by other than the sublimation mechanism such as oxidation.
Also for coupled ablation rates at P6 = .10 and lower the species
boundary condition of the third kind at the surface may become
jimportant as indicated by Esch (Ref. 5.11). However to obtain coupled
ablator-shock layer solutions for P6 = .10 and larger the surface
balance equations used appear quite adequate. In addition, it is
observed that as the post shock pressure je¢ increased the intersection
angle of the lines from the ablation analysic and the shock layer
analysis becomes increasingly acute. Thus errors which are inherent
in the heating andlysis are reflected in a greater uncertainty in
the ablation rate at the higher pressures.

In summary, the results presented provides the most complete
description of ablator-shock layer coupling which has been reported.

RADTATIVE COUPLED SHOCK LAYER CHARACTERISTICS

Examining characteristic of radiative coupled shock layers not
only leads to a better understanding of the processes which occur but
also permits the assessment of the relative importance of the various
processes. Accordingly, this section is devoted to observations of
shock layer characteristics such as temperature and velocity profiles

under a variety of different flight conditions.
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The effects of increased radiative coupling is shown in Figs.

e st 50 Nondimensional shock layer temperature profiles are
shown in Fig. 5.19 for a constant post shock pressure and six free
stream velocities. It is noted that as the free stream velocity 1is
increased, the nondimensional temperature prefile is lowered as a
result of increased radiative loss (i.e. cooling). 1In general the
temperature profiles are approximately linear between (y/8) = .2
and (y/%) = .8. This is in contrast with the constant temperature
profiles hypothesizcd by Goulard (Ref. 5.3) for optically thick
shock layers. The regions of rapid temperature change near the wall
and the shock, anticipated by (Ref. 5.3),are exhibited by the
current shock layer solutions. The effocts of radiation coupling has
a much smaller e{fect on the momentum transfer in the shock layer as
shown in Fig. 5.20. Two observations may be made however. First,
the slope of the £' profile at the wall is decreased as the frec
stream velocity and corresponding radiative cooling is increased.
gsince the shear at the wall is proportional to £’ one concludes that
effect of radiative coupling is to reduce the wall shear stress. This
is in agrecment with previous observations discussed by Anderson
(Ref. 5.12). Secondly, radiative cooling effects produce corresponding
temperature and thus density changes in the shock layer. The density
changes result in a nonlinear variation in £’ away from the wall.
Stated another way the radiative cooling effect makes the whole
shock layer exhibit viscous behavior. Again this concurs with

published work of Hoshizakii and Wilson (Ref. 5.13) as well as others.
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Tempecrature profiles from shock layer solutions using the
_tion model are given in Figs. 5.21, 5.22 and 5.23.

A comparison of temperature profiles obtained using the emission
model and LRAD 3 model is given in Fig. 5.21. The results show that
the emission model yields the proper temperature solution behavior
even though it tends to overpredict the radiative cooling effect.
T! 2 use of the emission model to isolate cause and effects is
desirable since the model is only dependent on shock layer temperature
and pressure*. With the use of the emission radiation model, the
effects of including the density variations due to ablation products
was examined. The results shown in Fig. 5.22 are for air Cp’ k and
u properties. The effect of including ablation products in the
density calculation, rather than using an air value, is to shift the
temperature profile and stagnation point. Further, the stand-off
distance is substantially increased. The effect was considered
significant enough that it has been included in all of the ablation
coupled results of this work. Rigdon, et. al. (Ref. 5.5) did not
isolate this effect and used air values in most of their calculations.

A comparison of the temperature profiles computed using a binary
solution of the species equation (Ref. 5.11) and using the constant
elemental two zone model of the present work is given in Fig. 5.23.
The effects on the temperature profile by including a binary species

solution appear negligible. It should be noted that the radiation

It is noted that the model was developed as a correlation of air
radiation characteristics only.
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coupling duc %O specics variations is not accounted for since the
S . 4% he et for this comparison. The results

indicate, however, that the density variation resulting from diffusion
is adequately approximated.

The effects of radiation coupling changes on the temperature
profile which arises from the two zone species model approximation
is illustrated in Fig. 5.94. It is noted that only a slight change
in the temperature profile is observed. Further, the percentage
change in the radiative heating rate for the two solutions was
observed to be 4.0%. In addition Esch (Ref. 5.11) showed that multi-
component diffusion effects tended to reduce this difference. A
comparison 1t made in Fig. 5.25 of elemental compositions for typical
shock layer conditions showing the approximation\made in using the
two zone constant elemental model. The multicomponent solution,
which was an uncoupled analysis, of Ref. 5.11 agrces more closely
with the present model than the binary solution*. From the results
presented, it is concluded that the two zone constant elémental
model appears quite adequate for use in an equilibrium solution of
the shock layer equations. 1t is realized, however, that if finite rate
chemistry effects of the ablation species are found to be pronounced,
this species approximation would need revision.

An additional discussion regarding properties is in order at

this point. The present results are for air mixture values of Cp’ k

*
It is expected that a selection of a heavy-heavy binary diffusion

cocfficient rather than a light-heavy coefficient as employed by
Ref. 5.11 would reduce the difference in the binary and rulti-
component concentrations.
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and W which were used throughout the shock layer. The results and

Ly e.ared hy Ripdon. et. al. (Ref. 5.5) for carbon
phenolic ablation products and those presented by Esch (Ref. 5.11)
for phenolic nylon ablation products jndicate the use of air mixture
values for k and p throughout the shock layer is sufficiently adequate
for calculation purposes. For the cases examined by Ref. 5.5 and
Ref. 5.11 the inc lusion of ablation product changes in the mixture
thermal conductivity and viscosity changed the heating no moxre than
1.0 to 2.0 percent. These properties affect the shock layer profiles
only in a small region near the stagnation point explaining their
small influence on the overall solution. Results presented by Esch
(Ref. 5.11) which include ablation species in the heat capacity show
a significant decrease in the temperature profile near the wall, from
those shown in Fig. 2.23. The reacting heat capacity for phenolic
nylon ablation products Was reported to be as large as 17 times
greater than that of air (Ref. 5.11). The radiative energy absorbed
by the ablation products is thus transferred into internél modes
rather than translational energy modes as predicted using air Cp'
Even though the temperature was decreased significantly near the
wall using the abla-ion product Cp the radiative heat transfer was
changed by only 4 .87 from the present results for the case given in
Fig. 5.24. Other cases reported showed even smaller percentageé
changes in heating. Consequently the use of air heat capacities in
the present work does not appear to have introduced significant
changes in the surface heating rate from those which account for

ablation product cffects on the heat capacity.
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It is interesting to examine the effects of the ablation rate
and post shock pressurc on the ~hnck Iaver temperature, normal
velocity and tangential velocity. Figs. 5.26, 5.27, 5.28 present
temperature profiles for different ablation rates at three post
shock pressures. Increasing the ablation rate decreases the tempera-
ture near the wall as expected. Thus the convective heating is
reduced to a negligible level. The temperature profiles exhibit
plateaus near the stagnation point and in the ablation layer. The
plateaus appear characteristic of the ablation injection cases and
were aslo observed by Rigdon et. al. (Ref. 5.5) and Esch (5.11).

The plateau near the stagnation point occurs near the peak carbon

atom concentration which has a primary role in absorption of radiation.
The plateau closexr to the wall is a result of molecular absorption

of radiant ecnergy which gives rise to the increase in temperature

over nonabsorbing results such as those exhibited by the emission
model in Fig. 5.23. These plateaus appear more accentuated by
jncreasing shock layer pressure levels. Increasing pressure

naturally increases the radiative coupling effects and thus gives

rise to the accentuation.

Shock layer pressure levels have a much smaller effect on the
velocity field and thus only one pressure level is presented herein.
The normal velocity, v/ Uoo and the tangential velocity function, £,
are given in Fig. 5.29 for four ablation rates as a function of y/&.
The effect of mass injection is to change the character of the £’

profile while the same character is maintained by the normal velocity.
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The character of the £’ profile is changed from one like a boundary
layer profile for (pv)w = 0.0 to those with mass injection exhibiting
linear f’ variations in regions wu cals Siug .. stagnation point.
The region of significant viscous cffects is noted near and on both
sides of the stagnation point; this point is indicated by vertical
arrows on the £/ profiles. The results in Fig. 5,29 alsc show a
maximum in v/ Uuo profiles between the wall and the stagnation point.
This behavior is a result of the density decrease in this region.

RADIATIVE TRANSPORT CHARACTERISTICS

One of the main processes studied in this work is that of
radiative encrgy transfer within the shock layer. Therresults in
this section illustrates the important radiative characteristics
observed which derermine the radiative heating rates to the body's
sur face.

The effects of phenolic nylon ablation products on the line and
continuum radiative flux to the surface are shown in Tabs. 5.1 and
5.2. The continuum surface flux for the twelve spectral intervals
considered is shown in Tab. 5.1. In each spectral interval the
magnitude of the flux is given for three different ablation rate
cases. By comparing the magnitude of the flux for the three ablation
rates in each spectral interval, one observes that the ablation
products block most of continuum £lux above hy = 8. ev. Further, the
continuum flux below 5 ev is not absorbed but slightly enhanced by
increased ablation rates. Tab, 5.2 presents the line flux counterpart

of Tab. 5.1 where the line £lux is located in the spectrum at nine
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Frequency Continuum Flux*
htntzzgal (watts/cmz)
(pv),, = 0.0 (pv), = .05 (pW, = .10
0o - 2 863.9 916.1 935.6
5. -~ 6 42.7 43.5 38.8
6. - 7. 26.1 27.8 29.6
7. - © 15.9 22.9 11.9
8. - 9 9.8 7.5 N
9, - 10. 5.7 10.6 3.2
10. - 10.3 A 24.2 1.5
10.3 - 11.1 181.4 64.3 58.8
11.1 - 12.0 255.0 .3 .0
12.0 - 13.4 198.8 .1 .0
13.4 - 14.3 17.5 .0 .0
14.3 - 20.0 3.2 .0 .0
* For U = 50000 ft/sec R =9 ft
P_= .5 atm = 3450°K
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TABLE 5.2
ABLATION PRODUCT EFFECTS ON
LINE WALL = s Lo R ENT

LINE CENTERS

Frequency Line Flux*
Ly (watts/cn’)
(pv)w = .00 (pv)w = .05 (pv), = .10
1.3 461.7 523.9 487.6
2.7 163.9 185.4 178.2
5.75 .0 15.9 1.0
7.57 282.1 226.5 95.9
9.10 203.8 165.2 76.2
10.4 568.3 95.7 114.0
11.4 85.3 - .1 .0
12.7 - 49.4 .0 .0
13.9 - 9.0 .0 .0
* For Uw = 50000 ft/sec =9 ft
P_= .5 atm = 3450°K




line centex frequencies*. At the two lowest frequency line centers
the flux is changed only slightly by ablation product injection
whereas at larger frequencies the cffec awe mese pronounced. The
greatest flux reduction by ablation products 1is observed at the line
center hy = 10.4 ev. Thus the nylon phenolic ablation products are
the least effective in absorbing energy in the frequency levels
below 5 ev. Unfortunately a significant percentage of the radiant
energy is shown td be transferred in these lower frequency levels
(i.e. 79% for (pv), = .10).

The solution of the energy equation is directly coupled to the
radiative transfer through the radiative £lux divergence term in
this equation. The radiative flux divergence profiles for zero and
207 ablation rates are shown in Fig. 5.30. It is noted that the
effects of ablation products is to reduce both the wall and shock
values of the flux divergence. However, the negative area, denoting
net absorption, shown in Fig. 5.30 is substantially increased by
injection of ablation products. The sharp dip in the profile is
evident for both zero and 20% ablation. This sharp change in the

profile presents numerical difficulties, if a small step size is not

used locally, as discussed in Chapter 4. The small peak near (y/8)
.38 occurs near the maximum carbon atom concentration and represents
small net emission primarily attributed to this species.

The influence of ablation rate on the total line and total

e e e

The negative values for line flux for some line groups is 2 result

of line absorption of continuum flux as noted by Ref. 5.6.
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continuum flux at two locations in the shock layer for two post
shock pressure levels are shown in Figs. 5.31 and 5.32. These
figures present the line and continuum ilux toO the surface at (y/8) =
0.0 and the fluxes toward and away from the surface at stagnation
point, (¥/8) = (y/&)v=0. In general both the continuum and line
flux toward the surface at v = 0 are increased by increasing ablation
rates. This is in part due to the flux from the ablation layer to
the air layer shown as the lower curves in Figs. 5.31 and 5.32.
The upper and lower set of curves gives an indication of the radiative
coupling between the ablation and air layer. In a previous section
(see Fig. 5.15) it was shown that the total radiative heating to
the surface was decreased by increasing the ablation rate. The middle
curves of Figs. 5.31 and 5.32 show that both line and continuum
contributions to the total flux decreace as & function of increased
ablation. However, for the cases shown, increased ablation beyond
(pv)w = .05 has very little effect on the continuum part of the total
flux. Thus regardless of the ablationrate above (pv)w= .05 the effec~
tiveness of the ablation products in reducing the total surface
heating appears limited by the continuum radiative processes.

It has been demonstrated in previous sections that the post
shock pressure is quite important in determining radiative heating
rates. To illustrate the pressure dependence of the line and
cont inuum parts of the radiative flux, Fig. 5.33 was prepared. The
line and continuum flux toward the body at v =0 and the resulting

two parts which arrive at the surface are shown in the lower half of
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Fig. 5.33. These results demonstrate several important effects.
In the pressure range considered, the line and continuum flux toward
the body at v = 0 vary approximately lincarly with pressure. Also
the line flux at the wall shows a near linear dependency. The
continuum surface flux, however, is lower than the surface line
flux at lower pressures and increases nonlinearly to values larger
than the surface line flux at higher pressures. This cross over
effect with pressure is seen quite clearly from the results in the
upper half of Fig. 5.33. The two curves shown are for the line
and continuum ratios of the respective flux at the wall, (qR)w,
divided by the respective flux at the stagnation point, (qR>v=O'
These curves show, that for a constant ablation rate, line radiation
through the ablation layer is attenuated less at low pressures than
at higher pressures and the converse is true for continuum radiatiom.
This effect is the reason for the minimum in nondimensional total
radiative heating rate curves of Fig. 5.16 as i1lustrated for one
ablation rate in Fig. 5.34, Furthermore, since the continuum flux
is essentially unaffected by ablation rates above (pv)w = .05 as
jndicated in Figs. 5.31 and 5.32 the continuum mode for radiant
energy transfer is the predominate mode of heating for ablator coupled
shock layers at the higher pressure levels considered.

In Chapter 3 an effort was made to select the molecules which
would have an effect on the radiative transport. A shock layer calcu-
lation was made to assess the importance of including molecules in

the radiation calculation. The results shown in Fig. 5.35 indicate
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that the role of molecular radiation 1is quite jmportant which is in
contrast with the assessment made in Ref. 5.6. Excluding
molecules in the radiation calcuialion tnoceased thi heating by
about 56 percent, reduced the ctand-off distance and significantly
altered the shock layer temperature profile. 1t is also noted that
the stagnation point is moved toward the body and no rise in the
temperature profile near the wall is observed. The assessment of
molecular radiatién in Ref. 5.6 was made with an uncoupled analysis
(i.e. using 2 temperature profile from a solution not including
molecules). This resulted in a small change in total radiative
heating and consequently the effects of molecular radiation were
considered negligible. The present results shovw that although the
radiant heating way be only slightly changed by molecules for & given
temperature profile, the molecular radiation coupling to the tempera-
ture profile is significant. The final effect of this coupling is to
appreciably change the temperature profile and corresponding shock
layer proPerties and thus change the surface heating significantly.

The results presented in Fig. 5.35 also illustrate the
jmportance of neutral carbon radiation. A 52 percent jncrease in
surface heating results from not including the neutral carbon atoms
but including all other species in the radiation calculation for the
case studied. Carbon and hydrogen line radiation was not included in
the calculations of Ref. 5.10. Smith et. al. (Ref. 5.10) compa ced
their heating rate results for phenolic nylon ablation to results

for carbon phenolic of Rigdon et. al. (Ref. 5.5) which includes line
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carbon and hydrogen radiation for identical conditions and found

the heating rates of (Ref. 5.10) to be substantially larger. The
importance of the carbon radiation alont Liewnt om the present
jnvestigation suggests that the major difference in these reported
results may well be attributed to the differences in species included
in their respective radiation models.

Radiative transport results for zero ablation are presented in
Fig. 5.36 and 5.37. A maximum in the line contribution to the total
sur face heating at approximately P6 = .35 atm. 1is shown in the upper
plot of Fig. 5.36. This behavior is different than the ablation
attenuated line contribution to the surface heating seen in Fig. 5.34.
The lower plot indicates that the line contribution 1is larger at the
lower free stream velocities than at higher OTES. 1t is also noted
that over the entire pressure and velocity ranges considered both
1ine and continuum radiation processes contribute significantly to
the total surface heating.

Total radiative heating rates for zero ablation obtained from
the present analysis are compared in nondimensional form with results
of other investigators in Fig. 5.37. The present results correlates
quite well with the radiative cooling parameter, T, and lies between
the results of two inviscid shock layer analyses (Refs. 5.7 and 5.14).
All of the shock layer results presented in Fig. 5.14 1ie below the
transparent gas theory results of Ref. 5.7. As pointed out by Page
et. al. in Ref. 5.7 the transparent theory is not adequate for

predicting heating since the true optical properties of the shock
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layer are not uniformly optically thin. The important point illus-
trated in Fig. 5.37 is that the radiative beating for zero ablation
can be correlated with a single parameter, L, and tnat both viscous
and inviscid analyses yield similar results. The success of this
correlative parameter, which is the basis of the RADCOR program
calculations, leads to speculation that perhaps a correlation which
includes ablation product coupling might be developed.

An attempt was made to determine if the heating rate results of
the present work both with and without ablation could be correlated
with shock layer parameters. Some of the difficulties encountered
are shown in Fig. 5.38. First, the results show that the heat
transfer coefficient for the zero ablation cases are correlated
rather well by the cooling parameter as expected from the results in
Fig. 5.37. The constant ablation rate lines for U°° = 50000 ft/sec
exhibit an analogous shape and relationship to the zero ablation
line as that shown in Fig. 5.14. It was illustrated in the second
section of this chapter that C. was not a simple function of ablation
rate that could be represented by one curve. Thus an appropriate
means of reducing the zero ablation curve and the three curves for
different ablation rates at U_ = 50000 ft/sec has not been found.
Moreover, results for a constant pressure, P@’ and ablation rate for
various free stream velocities shown in Fig. 5.38 quite obviously
indicates that varying P6 at constant U_ has a different effect on
heating than varying UCD at constant P6 when both are done at the

same ablation rate. This is different from the zero ablation cases.
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Beyond the effects shown in Fig. 5.38 the body radius may also be
important in ablation coupled problems. Thus it is concluded that
at least two parameters, excluding Laditn oflects, in addition to
the radiative cooling parameter would be required to correlate the

radiative heating results presented.

HEATING RATES FROM COOLING PARAMETER CORRELATIONS

The complex nature of the shock layer at the stagnation line has
been amply demonsfrated in previous sections. It 1is highly desirable
to be able to rapidly estimate shock layer heating rates in additiom
to being able to perform detailed shock layer computations. Accordingly
this section presents radiative heating rate results based on a
radiative cooling parameter correlation which permits hand calcu-
lations of hyperbolic entry heating. The results presented were
computed using the RADCOR computer program documented in Appendix E.
The RADCOR program was also used to compute heating rates for a
100% CO2 atmosphere to demonstrate the effects which may be realized
by entry into atmospheres typical of Mars or Venus.

1t was shown in the previous section that the radiative heating
rates for no ablation were correlated quite well by the radiative
cooling parameter. Fig. 5.39 presents a comparison of results from
the present shock layer calculations with a correlation equation from
1.ivingston and Willard (Ref. 5.15). The shock layer results show
only a small pressure dependence and are slightly above the

correlation. Heating rate results from using the correlation are,

certainly within the present uncertainty limits, i.e. + 10%, of
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current shock layer results as demonstrated in Fig. 5.10. Therefore,
the use of the cooling parameter corrclation to compute radiative
heating rates for preliminary desipil Woon byt justified.

A set of figures which can be used for hand calculations of
radiative heating rates were developed using the RADCOR program and
are designated as Figs. 5.40 to 5.45, These figures present the
radiative heat transfer coefficient as & function of free stream
velocity for seveh post shock pressures from .05 to 2.0 atmospheres.
Each of the six figures is for a specific body radius ranging from
1.0 to 11.0 feet.

Given a specific trajectory, defined by p_» v and time, and a

body radius, @ heating rate history can be developed from Figs. 5.40

to 5.45. The heating ratc for one point in a trajectory is determined

by using Uw and P6 and reading C from the figure for the appropriate

body radius. The actual heating rate can then be computed from the
definition of C using p_ and U_. The required values for the

post shock pressure, P&’ are usually computed from p_ and Uoo in the
trajectory analysis. However, if the normal shock information for P6
js not readily available, Fig. 2.7 can be used to obtain P6 from the
free stream conditions. Thig process may be repeated for selected
points in a trajectory resulting in a radiative hecating rate history
similar to that shown in Fig. 5.13. Graphical integration of the
heating rate curve yields the total heating load at the stagnation

[y

point neglecting ablation effects.
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An estimate of ablation adjusted heating rates may be made
using Fig. 5.16 and 5.17. If quasi-steady ablation appears appro-
priate for the conditions under considcration, sufizcient information
is presented herein to estimate ablator coupled heating rates and
ablation rates. From the results presented in Figs. 5.16, 5.17,
and 5.18, setting CHR/(CHR)0 = .7 for all values of P6 and U_ would
yield a conservative estimate of the ablator-shock layer coupling.
Ablation adjusted-heating rates could then be computed using
c. /(C )0 = .7. An estimate of the ablation rate can then be made
using Fig. 3.4. Finally, the total mass loss can then be estimated
by graphical integration of an ablation rate verses time plot. This
procedure may be useful in defining a body size and ranges
rlight condition for more detailed analysis. The radiative cooling
correlation has been used by Livingston and Williard (Ref. 5.15)
and Stickford (Ref. 5.16) to calculate stagnation point heating
rates for atmospheres containing different percentages of 002 and NZ'
The radiative cooling parameter correlation was shown to predict
experimentally measured radiative heating rates within the scatter
of the data for both air and a 90% CO2 - 10% N2 atmospheres. The
experimental heating rate data was obtained for a 5 inch diameter
hemisphere and a 1.25 in. diameter truncated cylinder in a shock tube.
Data was taken over a free stream velocity range of 18,000 to 30,000
ft/sec and a post shock temperature of 7,500 to lS,OOOOK and

pressure range 1.0 to 7.0 atmospheres. Thus, although the free

stream velocities are lower than those considered in the present work,
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the post shock conditions are similar. The agreement between theory
and data shown by Ref. 5.15 lends validity to the use of the cooling
parameter correlation in the prescat work. Furtic.more, extension
of the present work using the RADCOR program to include CO2 - N2
atmospheres is justified by the agreement of these results.

To illustrate the difference jn radiative heating rates resulting
from different atmospheres Fig. 5.46 was prepared. The results
shown are for air and 100% CO2 at the same post shock conditions
which correspond to a representative flight condition for Venus entxy.
The radiative heat transfer coefficient is given as a function of
stand-off distance which, of course, is a function of body radius.
The results show a much larger radiative heating for the 100% CO2
atmosphere than for air at the specifiecd conditiens. Further, the
heating rate increases more rapidly for air as a function of stand-
off distance than for 100% COZ'

CHAPTER CLOSURE

To recapitulate, stagnation lime shock layer solutions were
presented for various specified ablation rates and for coupled ablator-
shock layer conditions. The characteristics of radiation and ablation
coupling in the shock layer were quantitatively shown and discussed.
These characteristics included the radiation and ablation effects
on the stand-off distance, temperature profile, velocity profile
and radiant heating. A simplified heating rate calculation method,
based on the radiative cooling parameter, was used to develop a set
of graphs which can be used to make hand calculation estimates of

hyperbolic entry heating rates.
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CHAPTER 6

AROUND THE RODY RESULTS

The purpose of this chapter is two-fold., First, procedures used
to compute the shock shape around the body are discussed and results
comparing different methods are presented. The effects of post shock
pressure distributions on the shock shape are studied parametrically
demonstrating shock location sensitivity to such variations.
Secondly, radiative heating rate distribution results from radiative
cooling parameter calculations are presented. These resulté are
compared with more detailed analyses which require flow-field
solutions and at most are found to differ by about + 6%,

SHOCK SHADPE CALCUTATIONS

Any discussion of calculations of the location of the bow shock
wave produced by & blunt body naturally involves a discussion of the
post shock pressure and surface pressure distributions. This 1s
true since the location of the bow shock is determined by the post
shock pressure which in turn is to a first approximation directly
determined by the surface pressure.

There are three methods which may be used to determine the
shock shape and pressure distribution around the body. First, we
will consider the technique used in Refs. 6.1 and 6.2 and others.
The shock shape 1is specified a priori from which the wall pressure
distribution is calculated as the solution proceeds around the body.
An output shock shape is calculated from the geometrically relation

(Ref. 6.3)
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c = tan - L(dﬁ/dg)/(l + Ma):'-l (6.1)

where § is calculated as a result ol iLhe wx - momentun solution. This
output angle is compared with the input angle. 1f the input and
output are nearly the same the solution is said to be converged.

A second technique involves specifying a wall pressure distribution
a priori. Preferably this distribution is known from experimental
data for hypersonic Mach numbers. The change in pressure due to
radiation coupling is justifiably neglected (Ref. 6.1). A shock
shape is also assumed. The shock layer equations are solved around
the body and the calculated and input pressure distributions are
compared. The shock shape is numerically adjusted according to the
pressure difference. The solution is repeatcd until satisfactory
pressure convergence is obtained. The third technique involved 1is

a simultancous solution of the geometrical relation

3
5 = j (1 + #6) tan edf + 8 (6.2)
0

with the shock layer equations. The post shock and surface pressure
distributions are automatically calculated as part of the shock
layer equations solution. Only one around the body iteration is
needed for this technique.

The first two techniques have been implemented in a modified
version of the computer program described in Ref. 6.1 and 6.2.
Unfortunately both of these techniques have limifations. The first

technique consumes computer time because of the many around the
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body iterations which are necessary. In addition, each estimate of
the shock shape must be made by hand thus consuming man-hours. The
second technique also consumes a great deal of coaputer time because
of the many jterations around the body that are necessary for
convergence. The second technique does have an advantage over the
first since the input and output pressures are smooth; thus updating
of the shock shape can be done automatically. However, this
technique does not-necessarily satisfy the geometrical differential
equation stated above. Since the first two techniques are subject
to undesirable limitations, it is the purpose here to explore the
feasibility of imp lementing the third technique.

The post shock pressure, P5 differs, in general, from the
gurface pressure, Pw’ for the same body angle location. The pressure
and temperature variations across the shock layer are shown in Fig.
6.1. These results, obtained from unpublished work of Spradley and
Engel (Ref. 6.4), show that the post shock pressure is smaller than
the wall pressure for post shock Mach numbers less than one and 1is
greater than the wall pressure for larger Mach numbers. The results
prescnted in Fig. 6.1 were obtained using a computer solution of the
shock layer equations documented in Ref. 6.1 and 6.2 The referenced
method used a modified Karman-Pohlhausen integral method to solve
the x - momentum equation and a finite difference relaxation

procedure to evaluate the energy equation. An inviscid y - momentum
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equation solution for the given x - momentum solution is used to
obtain the y pressure variation., Results from this program yield
the required post shock pressure variation for the present investi-
gation of shock shape calculations.

The geometrical integral equation (6.2) was integrated with a
simultaneous Rankine-Hugoniot solution to obtain the bow shock shape
for a given post shock pressure distribution. Specifying the free-
stream velocity énd density and the post shock pressure is sufficient
to solve for the shock angle, ¢, (from Eqs. 2.7%2 to 2.82) using a
thermal and caloric equations of state. This shock angle is then
used in Eq. 6.2 to solve for the local stand-off distance, §. The
integration of Eq. 6.2 was carried out using a simple predictor
corrector method. Numerical experiments showed that a step size of
Ap = .5 deg. was sufficiently small to insure convergence to a
unique solution.

Figure 6.2 presents results of the integration and Rankine-
Hugoniot solution. Two aspects of shock shape calculations are
demonstrated in this figure. First, a comparison of the present
integration method and the shock shape computed using the flow-
field numerical solution of Ref. 6.2 is presented (i.e. PR = 0.0).
The results are in quite good agreement as expected for the following
reason. The post shock pressure distribution used in the shock
shape integration was obtained from the flow-field solution. The

flow-field solution was obtained by specifying the wall pressure
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distribution and iterating on the shock shape until the wall pressure

converged. The wall pressure was specified using

Pw = Pw (1.0 - 1,25 sin2 § + 0.284 sin4 9) (6.3)
o

which is an inverse solution correlation of Inouye (Ref. 6.5). Thus

one aspect demonstrated in Fig. 6.2 is that the numerical integration

of Eq. 6.2 does yield a solution comparable to the flow-field solution.
The second éspect of shock shape calculations shown in Fig, 6.2

is the sensitivity of the stand-off distance to the post shock pressure

distribution which was studied by parametrically varying this

distribution with the equation:

P, = (2,) (1 + R (297340 €6.4)

COxPULLD

In the above expression PR represents an error that might be
experienced by the forward integration procedure in any flow-field
solution. The resulting stand-off distances for PR = + .05 and + .01
are shown in Fig. 6.2 These results indicate that the normal
direction variations in pressure as those shown in Fig, 6.1 are
quite important in determining the shock shape. Moreover, a high
degree of accuracy must be maintained in a flow-field calculation to
prevent computational inaccuracies from being amplified in the
resulting shock location.

Assuming that numerical accuracy can be maintained, results
presented in Fig. 6.3 indicate that the present integration method

is to be preferred over the two other methods previously used with
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flow-field solutions. This figure presents the shock
angle computed by the present method and the output shock angl: from
the flow-field solution, T .. -, ' computed from
differencing the output stand-off distance of the flow-field
solution and using a two point difference derivative in Eq. 6.1.
Small fluxuations in the output stand-off distance result in the
irregular changes in € and acculurutive error. Using the present
method a smooth shock angle is computed; this is necessary if the
shock shape is to be updated by an iteration procedure in a computer
program.

The set of thin shock layer equations for around the body flow
are parabolic. Thus, one expects the initial conditions, i.e.,
stagnation line conditions, to influence the down stream solution.
The initial conditions are determined, in part, by the shock
curvature at the stagnation line. As pointed out in Chapter 2 this
stagnation boundary condition is unknown, and it is usually assumed.
The true elliptic nature of the problem indicates that this boundary
condition is determined by downstream effects. As pointed out in
some early work of Hoshizaki (Ref. 6.6) a downstrean boundary
condition could theoretically be substituted for the initial shock
curvature. This downstream condition is the inviscid shock angle
far from the body where all disturbances from the body are negligible,
Since it is not practical to attempt to satisfy this downstream
boundary condition, the initial shock curvature, (de/d§)§=0, must

be specified,
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In oxder to examine uncertainty in the post shock pressure
distribution resulting from uncertainty in the shock curvature at
the stagnation line, Fig, ¢ / . . ;-+d. The flow-field solution
of Ref. 6.2 was used to compute the post shock pressure distribution

for a given initial shock curvature, (de/dg) The three distri-

§=0°
butions shown were obtained using Eq. 6.3 and the surface pressure
convergence method. The maximum percent difference in pressure

noted at & = 340_is approximately -5%, As was demonstrated in Fig.
6.2 a change of pressure of this magnitude causes a very major

change in the shock shape. Accordingly, we may conclude that
uncertainties in the initial shock curvature, which result from the
elliptic nature of the problem, may preclude an accurate estimate of
the shock shape.

As a practical matter the shock shape must be approximated to
compute the surface heating rates. Therefore, it is suggested that
the initial curvature be assumed such that calculations may be made.
The accuracy of the results should be regarded with an awareness
of the error which may be introduced by the assumed curvature.

To conclude, it is observed that the integration of the
geometrical equation (Eq. 6.2) results in a smooth shock shape. This
is important if the shock location is to be iterated upon numerically.
Further the shock shape location is strongly coupled to both the

initial shock curvature and pressure changes across the shock layer.
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RADIATIVE HEATING RATE DISTRIPUTIONS

The success of using a radiative cooling parameter correlation
to compute stagnation lin: . C .. .. & —rompted an
investigation into its applicability to non-stagnation line calcu~
lations. The goal here is to obtain a computationally rapid means
of estimating distributed heating rates for no mass injection. The
effects of mass injection may be accounted for by using stagnation
line results preéented in Chapter 5 or correlations when available
to determine the ablation - shock layer coupled heating rates.

One of the basic assumptions usually made in calculations of
shock layer radiative transfer is that the shock layer can be
treated locally as a planar infinite slab for calculations along
the stagnation line or around the body. This assumption is inherent
in the radiative cooling parameter correlation precsented in Chapter
3. Thus this assumption is consistent with radiative transfer
calculations made in flow-field analysis. 1In order to usec the
radiative cooling parameter correlation, developed from stagnation
line calculations, for nonstagnation line calculations it is necessary
to assume that the radiative transfer process and the local tempera-
ture profile are similar to those of the stagnation line. Fig. 6.1b
provides a qualitative basis for judging such an assumption. The
constant temperature lines shown in Fig. 6.1b were computed using the
flow-field analysis of Ref. 6.2 with radiative coupling of the
emission model. The results indicate that although there is a
change in character of the temperature along constant g-lines, the

temperature level changes rather slowly as a function of distance
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along the body. This is in contrast to the more rapid change in
pressure as shown in Fig. 6.la. Consequently one expects the
similarity assumption to be u....oo. ol corecet,

Given the expected limitations, the radiative cooling parameter
was used in the computer program RADCOR (see Appendix E) to compute
radiative heating distributions. The isothermal flux was computed
locally using the post shock temperature and pressure across a slab
of thickness equal to the chosen stand-off distance. Iﬂ the event
of the lack of a better estimate a concentric shock is assumed. No
provisions have been made to account for radiative transfer blockage
by ablation products. Radiative heating distributions computed
with this method are presented in Figs. 6.5, 6.6 and 6.7.

Figurc 6.5 prescnts a comparison of heating rate distributions
from the present method and an inviscid flow-field solution of
Barnwell (Ref. 6.7). Barnwell used a time~dependent finite-
difference technique to obtain numerical solutions for the problem of
inviscid flow of radiating equilibrium air past spheres at hyperbolic
speeds. The results of Ref. 6.7 were computed using a two step
absorption coefficient model which included the effects of line and
continuum air radiation. The results of the present method were
obtained using the shock shape computed by Barnwell.

Fig. 6.6 presents a comparison of the radiative heating
distributions about a sphere from the present method and the

viscous shock layer solution reported by Chou and Blake (Ref. 6.8).
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Chou and Blake solved the thin shock layer equations using a Blasius
type series expansion technique. Solutions were obtained using
three terms in this series. Radiative transport was comptted using
a three band continuum model for the absorption coefficient of air.
The agreement shown in Fig. 6.6 is not as good as in Fig. 6.5;
however, it is noted that line radiation effects were not accounted
for in the results of Ref. 6.7. As demonstrated by Chou and Blake,
viscous effects db not significantly alter the radiative heating
distribution for these no ablation cases. This provides additional
credence to simularity assumptions inherent in the present method.

Fig. 6.7 presents results for three flight conditions using the
present method. Each heating rate distribution case presented took
1css than 2.0 minutes of IBM 360-65 computer time. The heating rarte
distributions were computed assuming a concentric shock for a
spherical body. The results show the same trends reported using more
detailed models. The main trend demonstrated is that the heating
rate decreases, as a function of body angle, more rapidly for lower
flight velocities than higher ones. Additional cases not presented
indicated a weak dependence of the heating rate distribution on body
radius which agrees with the results of Ref. 6.7, 6.8 and others.

In order to estimate the effects of initial shock curvature on
the heating rate distribution, equilibrium around- the-body solutions
were obtained using the computer program documented:in Ref. 6.2
Figure 6.8 presents the results of this parametric study. The initial

shock curvature, (de/dg)g_0 , was varied from zero, the concentric
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shock assumption, to a value of 0.1. The heating rates, for the

1 foot sphere considered, was significantly increased, ~ 25% higher
at 400, by assuming an initial curvaiure of 0.1 yather than zero.
The initial shock curvature was reported by Burns and Oliver (Ref.
6.9) to be approximately 0.0705 for a hemispherical body at similar
flight conditions. 1t should be noted that the emission radiation
model was used in these calculations and therefore only trends, not
a quantitative measures, are established. Neverthecless, the large
changes shown in Fig. 6.8 indicate that one may safely conclude that
the shock curvature at the stagnation line can have a significant
effect on the heating rate distribution.

From the results presented in this section one can conclude
that the use of a radiative ccoling parameter to compute heating rate
distributions appears to yield satisfactory results for preliminary
design work. This conclusion is indicated by the agreement with
other methods shown, the small computation time required and the
remaining uncertainty in downstream heating rates resulting from
ijnitial shock curvature uncertainties. Although it has not been
studied in this section, the present method of using the cooling
parameter might well be applicable to non-zero angle of attack
problems near the stagnation line if a shock location estimate is

available.
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CHAPTER 7

CONCLUS[‘) ORI Y PRI A

The results in the previous chapters give a more extensive and
detailed quantitative description of hyperbolic entry heating than
any previously reported studies. The shock layer and ablator
analysis includes all of the known significant processes. These
processes include ablation and radiative coupling effects within the
viscous shock layer, radiative line and continuum processes of both
air and ablation species, local chemical equilibrium throughout the
shock layer and quasi-steady ablator behavior. The overall analysis
includes the best available wodels of cach piotess and no single
other analysis has included all of these processes. Specific
processes were studied with respect to their contribution to the
shock layer heating. Where several models of the same process were
found to yield comparable results the most simple one was incorporated
into the overall analysis. The detailed discussion of the mathe-
matical model used and the results obtained provide a sound basis for
understanding many of the characteristic processes of hyperbolic entry
heating. In addition to the stagnation line work, the radiative
cooling parameter, previously used only for the stagnation line, was
shown to be applicable in computing heat rate variations around the
body. The computer programs developed are engineering tools which
can be used to quantitatively define aerothermal environments not

already considered in this study.
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CONCLUSIONS

Based on the results presented in this work the following

»

conclusions are drawn. The concty o5 .+ =2y the stapration line

unless stated otherwise.

Mathematical Model

1.

As demonstrated in Chapter 4, the thin viscous shock

layer flow processes which occur on the frount face of a
bluff body during hyperbolic planetary entry are
accurately described by the bluff body first order shock
layer equations stated in Tab. 2.6,

Numerical solution of the stagnation line momentum and
energy equations using qﬁasilinearization and implicit
finita Aifferences was found to be both satisfactory and
reliable. 1In contrast with other reported methods, no
aumerical difficulties were encountered in using this
method for the momentum equaticn. Thus quasilinearization
used with implicit finite differences to obtain a numerical

solution to the momentum equation is highly recommended.

Shock Location

1.

The shock stand-oft distance as a function of the radiative
cooling parameter approaches an asymtote at high free
stream velocities. The asymtote appears to approach a
minimum as the cooling parameter nears a value of one.

The radiation perturbation results of Goulard show the
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same trends due to optical depth changes as the present
results but they do not yield the same radiation coupled
stand-off distance.

The uncertainties present in the initial shock curvature
result in a 5 to 10% increase in the no mass$ injection
stand-off distance and a correspanding 5 to 10% increase
in radiative heating above Vglues obtained assuming a
concentric shock. ‘

To obtain shock shapes around the body, integration of
the shock geometrical relation (Eq. 6.2) appears
computationally superior to previous methods used.

Ssmall changes in the initial shock curvaturer(i.e. 0.0 =
(de/dg) < .1) result in significant changes in the

g=0

pressure and heating rate distributions around the body.

Ablation and Radiative Heating

1.

The current state of the art analyses yield stagnation
1ine radiative heating rates for no mass injection which
agree with + 10% of the average.

The radiative cpoling parameter correlates stagnation
line heating rates for no mass injection from the present
viscous analysis and from other snviscid analyses rather
well over the pressure range of interest.

Correlations of the radiative cooling parameter may be

used in conjunction with a planar slab radiation model

e g A b 082
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which accounts for line and continuum transport tc obtain
estimates of the radiative heating rate variations away
from the stagnation ..ut by roochuds Jcoes wned in Chapter 6.
The stagnation point location as a function of mass
injection rate is essentially independent of the shock
layer pressure level at U = 50000 ft/sec. The stagnation
point location was observed to move slightly away from

the body as the flight velocity is increased at a specified
ablation rate.

The nondimensional ablation rate parameter (pv)w, is
insufficient to correlate the nondimensional heating rate,

/o) (s 0

with pusi siec

. The nondimersional heating rate changes

<

1

r

4]

and free stream velocity in addition

s

42

pre
to (pv)w. The results available for comparison indicated
that computations for carbon phenolic ablators exhibited
the same pressure and free stream velocity dependencies
as the present result for phenolic nylon ablators.

The ablator-shock layer coupled results indicates that
below P6 = .10 atm at U_ = 50000 ft/sec the surface
heating is insufficient to maintain the surface at the
sublimation temperature. Consequently the quasi-steady

approximation will not be valid unless other mechanisms,

such as oxidation, remove the surface rapidly enough to
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maintain a constant char thickness. 1In addition, the
ablator coupled results showed that at larger pressures

(i.e. P, > .5 atm) wi¢ abidloin fule wu-obies increasingly

)
sensitive to small changes in surface heating rate.
Ablation products of phenolic nylon are least effective

in absorbing radiant energy in frequency levels below

hy = 5.0 ev. For a typical case considered (P6 = .5 atm,
(pv)w =.10, U_ = 50000 ft/sec) approximately 79 percent
of the radiative flux arriving at the surface was in the
frequency range below hu = 5.0 ev.

As the shock layer pressure is increased the continuum
contribution to the surface flux is increased and the line
couliibution is decreased at a constant Uoo and (Pv)w'

This change in the relative contributions from the two
radiative mechanisms is responsible for the presssure
dependence of the nondimensional heating, CHR/(CHR)O.

The continuum contribution to the surface radiative
heating is essentially unchanged by increasing the
ablation rate above (pv)w = ,05. Thus any reduction in
radiative heating rate below that for (pv)w = .05 is
primarily due to blockage of line radiation.

Sufficient information is given graphically to permit hand
computations of hyperbolic earth entry heating rates for
no mass injection. A method of obtaining an adjusted

estimate of the ablator coupled radiative heating is

suggested.
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Gas Properties

1.

Comparison with multicomponent and binary diffusion
species equation .oi oo LRE the two zone
constant elemental approximation of this work is suffi-
ciently accurate to predict ablative coupled heating
rates (i.e. within 4.0% of calculations using binary
diffusion).

The use of air values for viscosity and thermal
conductivity rather than including ablator species effects
is justified for engineering analysis of the shock layer
when the main concern is prediction of surface heating

rates. The maximum heating rate percentage change

$

chsarved was 2.0 percent.

The influence of ablation product species referenced to
that of air on the reacting heat capacity and thus the
temperature profile and radiative heating is more
significant than the influence produced by the transport
properties. For the case studies the maximum change in
heating rate due to difference between air and ablaticn
product heat capacities was 4.8 percent.

Molecular absorption of radiant energy in the ablation
layer reduces the radiative heating rate significantly

(i.e. 52% for the case studied).
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RECOMENDATIONS

Recommendations for improving current ablation coupled heating

rate calculation capability are as Lollow:.

1.

An analysis to determine the magnitude of the initial

shock curvature for different ablation rates 1is
recommended. The stagnation line and distributed heating
rates are influenced significantly enough by this parameter
to warrent a better definition than presently available.
Additional experimental verification of frequency dependent
radiation data is needed to improve heating rate calculation
reliability. For some species, C3H and C4H, a complete
tack of data was found. In addition, carbon soot has been
experimentally observed in the shock layers of ablative
models. Since carbon soot is a strong absorber and radia-
tively active below 5 ev, mechanisms for carbon soot
injection into the shock layer from the ablator need
mathematical definition.

Additional cases could be run with the VISRAD 3 computer
program for flight velocities and body radii not considered
herein to provide a larger range of calculated results for
hand calculations. The effects of ablation products on
heat capacity should be included in these additional

calculations,

Recommendations for future analyses of ablative heat protection

systems are as follows:



Estaﬁlishment by NASA of a set of flight conditions and
body sizes for analysis by investigators would permit

more direct comparisuvus ol resuitls and uwserical methods
than can now be achieved. This type of coordinated work
has been achieved for orbital entry conditions by AGARD.,
Studies for entry into the planetary atmospheres of Mars
and Venus could be conducted using the VISRAD 3 program.
Only minor changes to the program to account for arbitrary
free stream gases would be necessary to obtain this
additional analytical capability.

The VISRAD 3 program has the flexibility to be used for
different ablator composition. A comparative analysis with
this program to examine the effectivenass of ablation
products of different ablators in reducing radiative
heating rates would yield information complementing test

results.
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APPENDIX A

GENERAL CONSERVATION EQUATIONS

CONSERVATION EQUATIONS OF A MULTICOMPONENT, RADIATING, CHEMICALLY
REACTING FLUID

The conservation laws for mass, momentum, and energy will be
presented for a continuum, multicomponent fluid whose internal degrees
of freedom are in thermodynamic equilibrium. The assumption of thermo-
dynamic equilibrium implies that no matter how small a volume of
fluid we are interested in there are enough molecules within the
volume to give meaningful average properties and that regardless of
the flow velocities of interest a temperature may be ascribed to the
fluid. This is roughly equivalent to assuming the first postulate of
nonequilihrium thermodynamics, see Fitts Ref. A.1.

A general property balance can be made on an element of volume ¥
moving with an arbitrary velocity similar to that given in Ref. A.2.
The property (mass, momentum, OT energy) per unit volume is designated
by B . The flux of a property through a control surface is denoted
by B (property x length)/(volume x time), and the generation of a
property within the control volume is denoted by B (property)/

(volume x time). The differential form of the general property
balance can be written in terms of the above definitions (p 31, Ref. A.2).

%%+V-BV+V-§-[B=0 (A.1)

if the control volume is subsequently assumed fixed in space. Thus

for a control volume stationary in space there is a convective flow
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through the control volume which is identifical to the motion term
associated with the moving control volume. This means that if the
general balance is derived for a movinyg costivr volume it may be
used for a fixed control volume, with B maintaining exactly its

same definition. This allows B to be interpreted as a diffusive
flow. This is obvious for the moving control volume, but the common
practice of lumping all kinds of effects into this flux term for a
fixed control volume effectively redefines B. Therefore, the general
balance equation is derived in the form for a moving control volume,
but it is fully intended to be used to describe a stationary volume
in space.

The general property balance Eq. A.l can also be written:

9% +V-VB +BV.V+ VB - B =0 (A.2)

1y (@ (3) 4y ()

The meaning of these terms is, for a control volume:

(1) the accumulation of B,

(2) the convective flow of B,

(3) the dilation of the flow, i.e. the change of B when the

fluid is compressed or expanded,

(4) the diffusional flux,

(5) the generation of B.

Using Eq. A.2 and specifying B, E, and B we now can write the
conservation equations. Congider first the conservation of mass by

specifying B = p (mass/volume), B= B =0.
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Substitution into Eq. A.2 yields
Continuity:

%-% +-\7.Vp + pV-TI =0 (A.3)

Before proceeding to the other conservation equations let us rewrite
the general property balance equation in another form by substituting
B = bp into Eq. A.2. By using this substitution and noting the
continuity equation appears as a product of b, the general property

balance relation can be expressed as:

P eE- B=0 .t

P D

This equation will be used to evalucte the remainder of the couservation
equations.

Consider now species conservation by specifying

b=2C.
i

B =7,
i

B = w,
i

where
¢ -

Substitution of the above relations into Eq. A.4 yields

Species Continuity:

DCi _ . .
e + V-Ji -w; = 0 (A.5)
T b 3b , =

Dt is the substantial derivative of b which equals St + V.Vb.



301

Let us accept the second postulate of thermodynamics of irreversible
processes which states that if the fluid is not too far from
equilibrium, fluxes and curic » .« -2ous functions of
the driving force. Using this postulate the mass flux vector of

specie i, Eq. A.5, can be written as the sum of contributing vectors.

3. = X)), + ' .
Ji (LD1 Xl)i (LD2 Xz)i + (A.6)
where
le = Transport Coefficient
X = Driving Force
m

and where subscript 'D" indicates diffusional transport coefficients.
The number of necessary terms to consider can only be discussed

in reference to a particuler application. Four terms are stated below

nJ

from Bird et al., Ref. A.3, for consideration.

2
— ,0G
Z - _ "t T ro = ( > .
L. . X)), =J, = —
LX) = s o BT L WMDY L oY, T,V,YLVYkJ (A.7)
j k=1 IR"
k#3 ’
v _= (1) _ T
(lexz)i =J; =- DV 4n T (A.8)
n 2 h
-— ——- (P) _ ‘t Ll , <__i —1_\‘ -
LED; =3 =T ) MMD, AR T, ) VPJ (A.9)
Ty 5@ .t P Y
" X = = ' - -—
(¥ = 9y o RT L MiMjDijLYij(gj Lo 8 | (A.10)
where
n, = Concentration in total no. of moles/volume (C in Ref. A.3)
Y. =

Mole fraction (Xj in Ref. A.3)
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Gibbs' free energy

=)
!

1j = Multicomponent diffusion coefficient

DT

i Thermal diffusion coetlicient

]

Eq. A.7 expressed the mass diffusion vector, Since the driving
force is of the same measure as the flux, they are called "conjugate',
The conjugate transport coefficients, Laa’ are the largest, i,e. mass
is diffused primarily by mass concentration gradients, Eq's, A.8,
A.9, and A.10 répresent the mass flux vector contribution from thermal
diffusion, pPressure diffusion, and forced diffusion respectively,
There are also fluxes due to inertia and Viscous terms, but they are
very small, gee appendix in Fitts Ref, A.l. Electrical and magnetic
effects can also Create fluxes.

The definition of flux as a linear function of coefficients and
pPotentials and the realization that fluxes are tensors of various
ranks leads one to speculate on what type of cross effects can exist,
Curie's theorem states that "fluxes whose tensorial characters differ

by an odd integer cannot interact in isotropic Systemg,'" Ref. A,1.

either as a second order tensor or in contracted form as a scalar may
be coupled to the reaction rate tensor,
With the foregoing information in mind consider the conservation

of momentum, For substitution intd the general balance equation
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Using Eq. A.4 for momentum conservation yields

Momentum:
DV - = = T =
P oe " v - (T - IP + PR) - ZJ pi8; = 0 (A.11)
i

Note that in the above equation the radiative pressure tensor, PR, is
included for completeness. This term is negligible for practically
all non-nuclear problems (Ref. A.5).

Let us now apply the gencral balance equation to conservation of

NP
c\r y crnnn~d Eirinny
energy by specifying

b =Q +.%— +-§: p.V . Ei = E (energy/mass)

w
i

ED (energy/volume) (length/time)

-B =V . q-V.@-IP+PB) - V+ g -J

- Sp (energy/volume - time)

generation by radiation + pressure tensors + external forces
+ heat sources internal to the C.V.; i.e. induction heating,
resistance heating, etc.

Substitution of the above into Eq. A.4 yields the total internal

energy form of the energy equation

DE

P bt + V-q + V-qp - v-(t - IP + PR)-V

+ Xgi-Ji-Sp=0 : (A.12)
1
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where
-ED = diffusional heat flue wintor
ak = radiative heat flux vector
E;E1;3i = heat generated i? the sxstem by a gravitational field
i

Let us investigate further the diffusional and radiative heat
flux vectors. Again imposing restrictions from thermodynamics of
irreversible processes, the diffusional heat flux vector may be

written as a sum of vectors

qp (LTlxl) + (LTZXZ) L (A.13)
where
- - 7
LTlxl ji h1J1 - kvl
i

energy transport due to the Dufour effect

i
N
>
I\
]

The LTiil term is the conjugate term for this flux vector. It should
be noted however that the right hand side definition is an arbitrary
one. The Dufour effect arises due as the conjugate of the Soret
effect in mass diffusion. Additional cross effects from other
coefficients and potentials will not be considered.

Radiative transfer of heat is propogated in an entirely different
manner than diffusional heat transfer. Duffusional heat transfer
mechanism depends on gradients in the gas, such as temperature, species,

pressure or external forces as pointed out by Planck, Ref. A.4.



Radiative transfer of heat is in itself entirely independent of these
gradients in the medium through which it passes. In general, radiation
15 4 Ll woire compiicated phescuenon than diffusional heat transfer.

The reason for this is that the state of the radiation at a given

instant and at a given point of the gas can not be represented by a
single vector as the diffusional mechanisms can. All radiative

energy rays which at a given time pass through the same point in a gas
are independent of each other. Therefore, to specify completely the
state of the radiation at a point the radiation intensity must be

known in all directions which pass through the point under consideration.

Special attention will now be given to the development of the
radiative flux and flux divergence terms which are needed in the
evaluation of euergy conservation., Starting with the basic concepts
of radiative transfer in an absorbing and emitting medium, Ref. A.4
and A.5, a definition of the spectral radient energy density is
developed.

Let f(v,;, al,t)dv dn be the number of photons in ghe frequency
interval v to v + dy, contained at time t in the volume element d¥
located about the point ;, and having a direction of motion within an
element of solid angle d) about the unit Vector 51. The function £
is called the distribution function. For this definition to be
meaningful the linear diwensions of the volume element must be
larger than the largest wavelength Clv .

Each photon possesses an energy hv . Therefore, the spectral

radiant encrgy density may be defined as the radiant energy of frequency




v included in a unit spectral interval and contained in a unit volume
at the point r and at the time £ by:

A

u, @ © = hv‘J £ a0 (A.14)
4m

In a like manner, the spectral radiation intensity can be defined,
First recall each photon possesses a velocity equal to that of light

c¢. Therefore the quantity
hve £(v,T, (,t) dv 4O (A.15)

represents the radiant energy in the spectral interval dv passing
through a unit area in a unit time in the direction within the solid
angle dQ about.61 . The area is located at T and is normal to 61 .
Thie statement ie not nccessarily obvious. In order to clearly indicate
how and what area is located at point T let us follow the derivation
of the spectral radiant energy density given by Planck Ref. A.4.

Consider an infinitely small element of volume @¥, at the point
which has an arbitrary shape Fig. A.1. In order to allo@ for all
rays to pass through the volume d¥, we can construct about any point
T of 4V a sphere of radius o . The radius o is selected to be large
compared with the linear dimensions of d¥ but still so small that no
appreciable absorption or scattoring of radiation occurs in the sphere.
Each ray which reaches d¥ must then originate from some point on the
surface of the sphere.

Let us determine the amount of energy contained in d¥ which

originated from an element of surface area da. The surface area is
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chosen such that its lincar dimensions are small compared to those of
dv . Consider the cone of rays which start at a particular point on
WE e b i oedane ov. i wune consists of an infinite number
of conical elements with a common vertex at a point on da each cutting
out of the volume d¥ a certain element of length s. The solid angle
of éuch a conical element is /_\A/o2 where AA denotes the area of cross
section normal to the axis of the cone at a distance ¢ from the
vertex Fig. A.l.

In order to find the energy radiated through an element of area
let us first define hvuct

1. (.0

v 1,t) = hvef (A.16)

n

which is callsd the spectral radiaticn intensity. Using Eq. A.15

and A.16 the monochromatic energy which has passed through da and is

in d ¥ is:

Iv dQ (s/c) da = hucf 4 (s/c¢) da ) (A.17)
—
) bA
where d} = 5 and s is the path length in d ¥#. The energy which
o]

enters the conical element in d ¥ spreads out into a volume AAs.

Summing up over all conical elements which originate in da and enter

d ¥ yields
Iv da I'v da Iv
= ;E L,AAS == ;5 av == dQ d¥ (A.18)

The symbol, d2, used in Eqs. A.17 and A.18 has two different meanings; this

difference is seldom noted in the literature. This represents the entire
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monochromatic radiant energy contained in volume d¥ resulting from
radiation through the element of area da. To determine the total
@otiouhilunat 40 cadiant cnclgy <eniained in @¢¥ we must integrate over
all elements of area da contained in the surface of the sphere. For
the procedure of this integration observe Fig. A.2. In this case the

. _da . .
increment in solid angle 4 = ) which corresponds to a cone with a
o3

vertex at r . Integrating the right hand side of Eq.'s A.18 yields

the total energy:

4% f I d0
(o4 v

The monochromatic radiant energy density is obtained by dividing by

d ¥ .

o=

.
U = J T, a0 (A.19)

v

Since the radius ¢ does not appear in Eq. A.19 we can think of Iv as
the intensity of radiation at the point T itself or the ?ntensity of
radiation passing thru a unit area at T in the direction 51 . This
clarifies a difficult concept which is avoided in many derivations.

From the definition of Iv it follows that the radiation heat
flux is a vector of magnitude

- ~

@) = [ e Wy = [, a@a (A.20)
in the direction 51 of photon propagation., Let the normal to any
surface thru point T be called n . Therefore the magnitude of the
heat flux passing thru a unit surface area normal to T from photon

propagation in the Ql direction is:
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cone of rays

conical element

Nonabsorbing
Nonscattering
region

Fig. A.l Radiation to &¥ From Its Surroundings

Nonabsorbing
Nonscattering
region¥*

01 direction to the unit area equals the radiation

*
Radiation in minus
in the minus Ql direction,

from the unit area

r Calculation of Radiation to d¥

Fig. A.2 Geometric Relations fo
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~

—_— —_— oo - -
(n-qp) = qp (r,n,t) = J J/m(n-ﬂl) I, (r,Q;,t) 4o dv (A.21)
Finaglly theo « Jigt o 0 “H1r can be written
- @ N - _
q,(r,t) = i I (r,0,,t) O, dO dv (A.22)
R Jv=o Jog v 1

Therefore aé is defined at any point T, and time t in space.

1
For the use of the radiative heat flux vector in the energy
equation, it is desirable to be able to calculate a component of Ek
in any coordinate direction of an orthogonal coordinate system and

to calculate V'ak - These calculations may be accomplished in a more

expeditious fashion by first writing the equation of radiative

transfer.

The radiative transfer equation states that the rate of radiative
energy accumulated in a volume element plus the rate that it flows
thru the element equals the rate of generation within the element.
The generation of radiative energy is accomplished by emission and

absorption. The general property balance can be used by defining

E3=IV
B =0
" 02 7
B =c¢ L J v (1 + 3 Iv) - K IVJ
2hv
where
J = Radiative emission coefficient

=
i

Radiative absorption coefficient
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Substituting into Eq. A.2

3T
N } ; i v 8 y ! J
ot 1 v v 1
c2 A
T4 Y o |
c[ a, Q=51 -1 | (A.23)
2hv

and noting that
v - Ql = 0

we can write

L - 8L, A .2
- —_ . | = -
c L 3t CQl v IVJ A v (1 + T Iv) K Iv (A.24)

which is identical to the expression given by Zel'dovich and Raizer
Ref. A.5. In order to simplifiy Eq. A.24 the following observations are

made. The emission term J g can be expressed
J =o B ' (A.25)

by using Kirchoff's law and assuming local thermodynamic equilibrium.

Note that the effective volumetric absorption coefficient
- 2 '
o = KL - exp(-hv/kCT)J (A.26)

is the product of the absorption coefficient and the induced emission
term. Therefore the emission term J v has both spontancous and
induced emission taken into account. The spontaneous emission term is

the Planck function.
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3
2hv 1

_2y Ty A.2
B, 2 exp(+hv/krT) -1 (4.27)
Using these definitions Eq. A.24 can be rewritten as:

1 BIV _

-+ 0, = B -1 A.28

c ot 1 VIV av( v v) ( )

1f the radiative transfer Eq. A.28 {s multiplied by dQ and integrated

over all directions the conservation'of radiation equations is obtained

3 U
v -
—Y 4+ 9. = - .2
5t +Vqp c ol va IUV) (A.29)
where
4B
g o=
vp <

Let us assumeé

ol
3t

fa) Mv 1 .
ot - CJ

<

since ¢ 1is very large. Then we may solve Eq. A.26 for the radiative

flux divergence.
. = A - d .
v qR(rl) Jo o, ( ﬂBV jo Iv(r) dQ/ v (A.30)

The contribution of the radiative flux divergence term in the energy
equation has important mathematical ramifications. 1t should be
anoticed that the flux divergence term is evaluated by jntegrating

over all space. The other terms in the energy equation are differen-
tials calculated locally. The radiative flux divergence term therefore

makes the energy equation an integro-partial—differential equation.
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CONSERVATION_RQUATlOHS IN CENERAL CORTHOGONAL COORDINATES

Brem the nrevions sectjon we have a vector formulation of the
basic conservation equations Lor 4 ceacting, radiating, conducting
fluid. Most flow problems are represented by the conservation
equations in orthogonal coordinates. In this section the basic
conservation lavs will be written in general curvilinear orthogonal
coordinates. This permits one to select a useful coordinate system for
a particuvlar problem and thus determine the appropriate coordinate
stretching functions. Substitution of the stretching functions into
the comservation equations in curvilinear orthogonal coordinates
will yield cthe appropriate governing equations for the problem of
interest.

Table A.l presents a set cf physical tensor operations for
orthogonal coordinate systems. BY using the information in this
table we are able to write the conservation equations in curvilinear
orthogonal coordinates. The statement of these equations have been
made in part by Back, Tsien, Brodkey, Ref's: A.6, A.7, énd A2
respectively, and others.

The steady state conservation equations can be stated as follows:

Global Continuity:

gV =0 (A.31)

Species Continuity:

v-(pi'\_') + vfji = w, (A.32)
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Momentum:
PRRUR . o L 10y 0 (A.33)
i
Energy:
p(V-V)E + V-(qD + qR) + EJ g; Ji - g.(r - IP
i
+ )V - 5p =0 (A.34)

The energy equation may also be written as follows:

—. . a a T— ‘- - . = = .—- - =

p(V-D)H + ve(qy + qp) + ) 8 J,o- V(T Pp)eV - 5P 0 (A.35)
i

This form is presented by Ref. A.3 without the radiation or internal

heat source term.

For the purpose of writing the conservation equations in curvi-
linear orthogonal coordinates, the coordinates are chosen to be §1,
gz, and 53 cérresponding to §l, 52, and §3 of Tab. A.l respectively.
The differential elements of length in the respective coordinate
directions are hldgl, hzdgz, and h3d§3 such that a differential arc

length can be expressed as

@y = b2z p? + by Re )’ + by g’ (A.36)

where hl’ h2’ and h3 are called the ''stretching functions" in the
respective coordinate directions. In the following equations u, Vv,
and w are the velocity components of V in the direction of increasing
§1, §2, and §3.

Applying the ¥ operator from Tab. A.1l the global continuity

equation becomes
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: a(h2h3pu) N o(hlhjpv) +.B(hlth W) ] *.37)
hhon, Lo 0 O, £ :

In a similar manner the species continuity equation can be

written
1 i B(hthpiu) ) B(hlh3piv) . a(hthpiW)j .
byt 3 959 o83
. B(h1h33i,§1? <3(hlh3Ji,§2 ) B(hthJl’g;1
——————— o —— +________-—————“’. -
hibohy o8, %, 0% 4 J
w, = 0 (A.38)
bove equation the components J. - » I )
19%1 1’%2

In order tO evaluate the a
and Ji g of the mass flux vector.?]'i rust be specified. The mass
2
3
range of fluid problems is well reprcsented

flux vector for a wide

by two terms

3, .3, ® 3. @ (A.39)
(D) 1 1
The expressions for there two mass flux vectors are
2 n n
- oG
- _x_ N i 2 el ]
3i o RT L MM Dy R (BYk)T,-V,YL v Yy (4.7
j:l =1 A
. Jk
k#] 2%
(A.8)

3.(T) _.pFvysntT
1 1

of the above equations are

The transformed components
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n 2 n 3y
FLO) RN SN 1 Tk
i gl ~ p RT I1MJD13 LY 31(BY T,¥ Yz B§1
j=1 =1 Z#J,
k#]
2 n n ‘
(D) nt - BG, 1 Bij
1,6, T PRI z MMy LY (BYk)T %,Y, T 3, (4.40)
j= k= 1 L#3,k
k#j
2 n n
i, €, P RT 5 i3 L3 L oY T,¥,Y, hy 3F
j=1 k=1 £4#j,k
k# ]
- D T
(T) _ i 2a(UnT)
1 51 hl o) §1
- D T
3 e el 1) (A.41)
1,85 2 ° 5
- D T
(T) __Ti anT)
For substitution into the species continuity equation
(D) (T)
J, = J. + J,
1,6, 0 i,6 0 T1,E)
D) (T)
=J +J (A.42)

J, . ;
1,6, Ti,6,  TiE,
(D) (T)
J, J. + J,
1’53 1’§3 1’%3
This completes the necessary operations to explicitly write the

species continuity equation in general orthogonal coordinates.



Before writing the momentum and encrgy equations in general

orthogonal coordimates the radiation pressure tensor and external

force iield tetuws axre dreppud. the resulting vector form of the two

equations are

Momentum:
p(V - WV -9 .(T-1P) =0
Energy:

o(V - MH+ 7 - (g +q) - Y 7)) . V=0

(A.43)

(A.L8)

1f the need to account for the additional effects should arise, the

appropriate terms could be added to the governing equations in an

anzlogous manner to the terms which will be considered.

Using the definitions in Tab. A.l, the momentum equation can be

written in the three orthogonal directions.

§1 - momentum:

u du Vv su_ W du_ , uv OBy yy ahl
[~4 P
hy 35, ~ hy 88,  hy 085 " hyhy 9%y hyhy 054
) 2 3h, 2 3h, 11 e
hh, 3¢, hiby o8 el 8,
1 (a(h2h3Tll) 3hihytyy)  3(hyRgTyy
p Lh hyhy \ 08 o€y 9%,
3h 3h 3h 3h

T12 1, T13 1 T2 733
™ - ~ &
hih, 35,  hjhy OF, hh, 95, by 3%

(A.45)

*
These terms are not usually significant for gas dynamic problems.
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§2 - momentum:

Lo S "y ah?_+ A ahZ
h agl hz 0%, ng 0S4 “lh2 051 h2h3 0%,

2 oh 2 oh
1 W

__u . 3,11 2F
hh, 85, h,hy 3, Py 95y
(A.46)
d
17 a(h PaTig) | O(hihaTyy) da(h hyT49)s
r SE MY TTTRE
P 1 2 3
12 °hy T23 dhy Ty Sy Tas 37,
hyhy 9% h, 88, ~ hjhy 33,  hphy 05y 7
§3 - momentum:
u ovw_ Y ow_ ¥ ow , _wu ah3 4 Y ah3
hy 08y~ hy 35, My <is hihy 25, Ry 0%,
] 2 3n 2 dh L1l
h1h3 ag2 h2h3 o§3 p h3 o§3
(A.47)
1 [ 1 (a(h2h2T13) 3(hyhyTyy)  BhyRyT,) )
p Lhjhohy N 0%y %) %3
T dh

31 3, T23 773 11 1 T2 2
hih, 05,  hyhy o5, hyhy 9%, hyhy 054

oh T oh T ah W
o

In the above equations, the subscripts l,~2, and 3 in the symmetric
stress tensor denote the coordinate directions gl, §2, and §3
respectively. In order to evaluate the three momentum equations the
components of the viscous stress tensor must be defined. For a Stokes'

fluid the stress tensor 1is de fined by, Ref. A.2, in terms of the

rate of strain tensor € .
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The simplest form for this equation in three dimensions is (Ref. A.2)

i

T - Al BEtle e (A.48)
For a Newtonian fluid

A=-(—§u-?£)v-v,3=+u, c =0 (A.49)

The stress tensor may now be written as

T o= AV - V+ pe (A.50)
The comporents of the stress tensor are
T = AV - V + heqq
722 =137 - V+ p’ezz (A.51a)
T33 =)V - V+ Ke s,
T2 T T21 T P12
Tyz = T31 = H€13 (A.51b)
To3 = T3z T Ho23
Which may be written
. X ra(h2h3u) . a(h1h3v) N a(hlhzw).‘i
1 £
11 7 hjhohy LU g 3, 3, -
ah oh
1 du v 1 W 1
+ 2 | =t — + —— (A.52)
hl agl hth %, hShl 0%, _J
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N ra(h2h3u) . a(hlhBV) B(h h w)ﬁ

T = = + S5E +
22 h1h2h3 L o§1 oS, 8§3 J
w O\hz u ah
+ 2 o (A.53)
L hy g2 "hghy B8, hyhy asl
. A LB(h U) N B(h1h3v) B(hlhzw)ﬂ
33 7 Wph,hy LT o8] 3g, 3¢,
3h 3h -
Ml dw u 3 v 3
+ 2 + + - (A.54)
NN S
SR i N g Ry (A.55)
12 = Ta1 h, 3¢, R, 35, 'hy’d
h h
- 1 3 uy .. 3.2 Wyl
Ty3 = Ta1 T “Lh3 3¢, 'h G 1) Fh, (h3)J (A.56)
b, h _
=7 = b 22 Yy . ee
To3 = T32 LLLh agz i 1, TR, 3, (hz J (4.57)

With the preceding definition of the stress tensor, the momentum
equations become three equations expressed in the three components of
the velocity vector.

The total enthalpy form of the energy equation Eq. A.44 may be
written in general orthogonal coordinates by noting the form of the

three operators expressed in Tab. A.l.



[ M v oA w A ] _ -1 ~d(hyhydp 1)
h agl h2 8E,  h, 3E, hibh, L 3E,
. O(T-ln-‘j‘jujz" . R J_i‘/_'tb,J}r} ) r‘a(hz 3qR 1)
3E, 38, 47 hjhoh, L og,
. d(h thR 2) . B(hlhzqR’g) L1 i.a {h2h3(711u4¢21v-*-'r3lw)}
o, oF, hihho L o,

+ +

d {h (712u+7 2v+T32w)} d {h1h2(712u+¢23v+733w)} 1

(A.58)

The components of the shear stress have been defined in the discus-
sion of the momentum equation. Therefore only the components of the
heat flux vectors are left to be defined to provide a complete state-
ment of the energy equation,

The heat flux vector as handled previously will be described
as the sum of the diffusional and radiative heat flux vectors. The
diffusional heat flux vector can be expressed as a function of the

mass flux vector by simple manipulation of the equation given by

- ’ X‘ - DiT Ni
qp = - k' vT + LihiJi - NkCT }:Nimi N ) (A.59a)
i i

where k' is not the ordinary thermal conductivity coefficient. The

usual form of the diffusional heat flux véctor is written in terms

of diffusion velocities or mass flux vectors. This form eliminates
N,

vfﬁl) from the preceding equation and adds a term to k' yielding the

ordinary thermal conductivity. This step also introduces the binary

diffusion coefficient into the Dufour effect term. Following

Hirschfelder ct. al., Ref. A.8, and substituting for the diffusion

velocities yields:
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4 J J
Ry b (o) #
s zJ mo Pio\py B Py (A.59b)
i

where Dij is the binary diffusion coefficient

3(M + M.)P
D,. = (A.60)
S MM, Q(l D

The diffusional heat flux vector contains terms which respectively
represent conductive energy flux, diffusional energy flux, and
diffusion-thermo (Dufour) energy flux. The Dufour effect is kept in
the above equation to be consistent with keeping the Soret effect
in the speclies continuity equation. At this point it is appropriate
to point out that the thermal conductivity in the conductive flux term
is in general'a tensor. For the case of an isentropic fluid, the
conductivity reduces to a scalar. This is the form used in the
diffusional energy flux vector above.

Having stated the vector form of the diffusional heat flux vector,

the components needed in the energy equation can be expressed.

. k T, T
94,1 = az—;l L MiE)
T
T 3,
=) y % Di J 1o e (A.61)
N’ =y Dy N Py Pi /
i j#i

# The perfect gas equation of state has been used to replace ch in

these equations from Ref. A.8 with P/N.
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kLY
d9dp,2 " " h BEZ * Z,hle,gz
i
T J, J,
P \\ \‘\1 ]).L ¢ J:gz l:§2
-5 ) Z,'—_ = - (A.62)
N i ij pJ i
i 3#i
k OT
q = - T ) h,J
D,3 hy o84 & % 1,8,
T J, J.
LN, D, isE 1,844
P i i 3 3
- = = — - ) (A.63)
N m. Pig NPy Py
i j#i
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where the components of the mass flux vector used in the above expression

are defined in the discussion of the species continuity equation.
To calculate the components of the radiative flux vector qp £
35
i

where §i is an orthogonal coordinate, let us integrate Eq. A.30.

W@y = | Lo . qdr
o
rf1 -, - - -
= J— v . qR(h]eldg1 + h2e2d§2 + h3e3d§3) (A.64)
o

Note that V - qp

is a scalar independent of coordinate system. The
flux components may be written:

i |
&R,5; =] 7 (V- gpihydEy (4.65)

0
or by substituting from Eq. A, 30

E(r)) @ b
%1 YT (ams - Jr Iv(r)dQ>dvh1d§1 (A.66)

.

gy O 0



9.2 f§<;l)f2§(4n3v - Jan Iv(;)d0>dvh2d§2 (A.67)
E(r,)0 0
a3 = fg(rl) f o (4 - jqﬂlv(;)da)dvh:%di?) (A.68)

E(ry) O
In addition to the general conservation equations an equation of
state is needed to specify the relationship between pressure and
temperature. A reasonable approximation for the thermal behavior of

a gaseous mixture 1is the ideal gas equation of state.
P=pRT)C/M (A.69)

Another form of the ideal gas equation of state is

o
P = NkCT where Z,Ni =N (A.70)

1

This last expression has been used previously to state Eq.'s A.59 and

A.60.
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CONSERVATION EQUATIONS IN BODY ORIENTED COORDINATES

In order to describe the flow over blunt bodies moving at hyper-
sonic velocities, it is found vonvenient to solve the conservation
equations in orthogonal body oriented coordinate systems. The type
of body under consideration, i.e. three-dimensional, axisymmetric or
two dimensional, thus determine the stretching functions, hl, h2, h3,
discussed in the previous section. The class of bodies considered in
this development are axisymmetric or two-dimensional and have the

following stretching functions, see Tab. A.2:

£, = % hy = L+ uy

€y = ¥ h, =1 AXISYMMETRIC (A.71)
53~ @ A3 T T

£, = % hy = 1+xy

E, = ¥» h, =1 TWO-DIMENSIOMAL (A.72)
§3 =z, h3 =1

where » is the local body curvature and r is defined in Fig. A.3.

Using Fig. A.3 the following relationship may be found
r=r + y sin B (A.73)

dr = sin 8 dy + % cos B dx (A.74)

%=1+ uy (A.75)
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Fig. A.3 Body-Oriented Coordinate System



wWo? = P’ + @n? + Ghan)? (A.76)

vor the axisymmetric case z has been substituted for ¢. Thus by
noting that the superscript A can be either 1 or O both the respective
axisymmetric and two dimensional cases can be represented by one set
of equations.

Substituting the stretching functions A.71 and A.72 and relation-
ships A.73 and A.75 into the general conservation equations for a
multicomponent continuum gas in general orthogonal coordinates given
in the second section yields the following equations,

Continuity:

a(ourﬁl + a(ErApﬁ =0 (A.77)

ox Jy

Species Continuity:

achoc,wy oG chee vy -ty D)
i + i - i,X
X oy ox
A
R YOR ST
i,y. A
Sy + ur (.l)i (A.78)

where J.
i,x

and Ji are the mass flux components of species i in the x
b

3
and y direction respectively. The mass flux vector is the sum of two

vectors neglecting force diffusion and pressure diffusion.

@ _M

Ji = .;ri + Ji (A.79)

The components are
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concentration diffusion:

2 n
Tt

n

[ S r < (__1 1 7%
i,x pRT E MiMjDijLYi ) oY, /T,¥,Y, ~ ox ] (A.80)
j=1 k=1 443,x° "
k# ]
2 n n
- , Tk
Ji,y =% RT MiMPislts z <aYk T,¥,Y, oy ] (A.81)
j=1 k=1 143,k
k#j

T
(T Di A4n T
J, = -
i,x ~ 0x
"
(1) T 34n T
J. == D, —=
i,y i cy

(A.82)

(A.83)

The two momentum equations can be expresced in the following

manner.

x = momentum

rAu ou + S Av - - rAuV
p 3% pur dy £
A A
L AR d(r TXX) ) 1C%s T}g_) A8
9% o0x oy :
A
dr
- ufxy + Tzz = 0
y = momentum
A ov ~ A v A
pr u ™ + pyr v dy pur u
A A
. rA P o(x Txxz ) dGix Tyy) 4.85)
oy ox oy '
A
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where the components of the stress tensor are

A
S 16 q) 3Gr y)“ 2u, ;@_ ]
Tex  ~ A L ox dy Jr= =™ (.86)
749 [
A A
3(x u) 3G v) Qv
= + + 24 = .
Tyy [ ox oy ] 2 oy (A.87)
=__)‘_r§_(_r_A—\Q-+§£;iﬁ\L2]+2.‘-}}—§£f+y_§£.A_] (A88)
T,z  ~ AL 3x oy P~ A Ox A dy ‘
X we r
"l dv , du X% ]
=T = &£ 4= - = .
Txy yx L,; 9x oy > e (4.89)

The above stress components are also used in the energy equation.

energy:

A cH ~ A oH

A A
d(x qux) 3G ap, )
pr u =7 t P& VI - -
X w3y Ix dy

A ~ A -
AMr g, ) dkr gy ) _
R,X R,Y 3. A A
- = Sy + aer ut +r VTxy (A.90)

-
-— L %rAVT i
yyd

The components of the diffusional heat flux vector are

k oT
= e === )
dp,x ~ OX LJhijl,x
%
i
p T SNy DiT Yix  Jix
- — ) — - —
NZ L Zlmi D ( 0. P, ) (A.91)
ot Mo
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i
T
N, D, . J.
__P_Z 2...%1 .y LY (A.92)
N2 mo Dyy NPy Pi
i jfi J J

From Eq. A.66 and Eq. A.67 the components of the radiative flux

vector are:

x(r)) b

Gox = I _ JO dv(4nBV - Io Iv(r)dﬂ)dv%dx (A.93)
x(ro)
Y(El)om o

TRy = f o @ (mB, = | 1 (x)d)avdy (A.94)

y(xy)
The statement of these vector components completes the set of
conservation equations exprcsscd in body oriented orthogonal
coordinates. By the use of the stretching functions listed in Tab.
A.2, the conservation equations can be written in the coordinate
system desired by following the method used for the case under consid-
eration in this section. Furthermore, it is noted that the conservation
equations were obtained using orthogonal versions of the tensor terms.
Consequently, if a nonorthogonal transformation is desired the equations
may be used without fear cf neglecting terms.
Subsequent transformation of indepeédent variables using Dorodnitsyn,
Von Mises, Lees or one of many other transformations may be made in
order to simplify the form of the conservation equations. The
selection and use of these transformations will not be discussed here.
The reader is referred to Dorrance, Ref. A.9, and Hansen, Ref. A.lO;

for suitable discussion and listing of similarity transformations,



A5

A6

A.8

A.9

A.10
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APPENDIX B

RADIATIVE TRANSPORT EQUATIONS

The purpose of this appendix is to provide details of the
radiative properties and transport equations used in this work which
were developed by Wilson (Ref. B.1l). Accordingly, the following
development provides a synopsis of the radiative transport section
of Ref. B.l. The synopsis is complete in itself and provides definition
of symbols and terms not found in the main text.

BASIC TRANSPORT EQUATIONS

In Chapter 2 the radiative transport equation was solved in
physical space for a one~-dimensional slab to yield an equation for
intensity. This equation, Eq. 2.49, and the equations for the flux
Eq. 2.50, and flux divergence, Eq. 2.51, are the starting place for
this development.

In order to calculate intensities the absorption coefficient is

separated into a line and continuum contribution.
o =g +o (8.1)

%
Correspondingly, the flux normal to the body 1is expressed as a sum
of the continuum only process and the line process corrected for

continuum attenuation.

_ . C, L
qR - qR qR (B.Z)

The y subscript on the flux term which was used in the main text
has becn dropped in Appendix B for convenience.
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The continuum flux is then expressed as

e (B0 L(50)
4Rh AT j { J B dE_ =~ B dEv}dv (B.3)
0 0 VY oYo v
y
where the emissive function, Ev’ is
_ 1 7 c. :
Ev = 1 - exp|- 7 J , dy] (B.4)
y
*
The line flux is expressed as
w.(0,y) w.(y,8)
L it ’ iv’2 '
QR =7 E: f Bidwi(y »y) = j Bidwi(y,y ) (B.5)
all lines O 0
i

where the frequency integration has been carried out analytically and

incorporated into an equivalent width variable, wi(y',y), defined as

17 C,a 1Y L.
- i j o 4y - ij,av dy

I AEAY;
w (y'hy) = v, [- (v,901=¢ 7 J Ll - e ]dv (B.6)
A

In this definition it has been assumed that the continuum absorption
coefficient and Planck function are frequency independent over the
interval Av.

The flux divergence is expressed as a sum of four terms.

BqR

k- 0 =S €+ &L+ &+ Q¥ .7

These four terms are defined as;

(1) the energy emitted and absorbed by the continuumj

Throughout this appendix the parenthesis symbol ( ) is principly
used to denote functional dependencies.



E (y,56)

o E (0,y)
Cc,C _ Criv g ’ v ’ ’
Q = 2n Jo o [f Bv(y )dEv(y,y ) +-f Bv(y )dEV(y ) Y)

0 0
a
- 2Bv(y)Jdv (B.8)

(2) the energy emitted by the continuum and absorbed by the lines;

E (O:Y) ~ B ’
aam ) [V B GO 5,00 - A Gy 9 G
all lines O
)/
B (y,8)
+ [ VB GNO[5,00 - A,y [E (3,57 (8.9)

0

(3) the energy emitted by lines and absorbed by the continuum;

. .(0,y)
L,C _ * c, . 0y, /
Q = 2n ZJ @, 6] J Bi(y )dwi(y »Y)
all lines 0
i
wi(y,é) ‘ ‘
+ | B, (v )duly,y") (B.10)
0
(4) the energy absorbed and emitted by lines:
1y ©
(0,y) - = o (¥dy
L,L < it2 M Vg
Q=2 ) B.(y")e fogt Vi dA. (y,y")
all lines
i
1 y' ¢
Ay, 8 -2 | o (Y
P iy FUY Tvi ’
+-Jo B,(¥y")e dA; (v,¥")
- ZBi(Y)Si(Y) (B.11)

In Eqs. (B.9) and (B.11l) the frequency integration is performed in

terms of an absorption equivalent width variable Ai(y’,y) defined as
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']
1 7 Loayae
- - . d
, ’ - 7L Jyotl (¥)dy_
Ay Ly = 8 l-(y,y)] =j o (y)il-e * Jav (B.12)
‘ ) Av

The line strength variable, Si’ is defined in section on transport by
a single line.

TRANSPORT BY THE CONTINUUM PROCESS

Since the continuum absorption coefficient varies slowly as a
function of frequency, except at photoionization edges, a monochromatic
evaluation of the flux and flux divergence at selected frequencies

followed by numerical quadrature over frequencies is realistic.
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Four atomic species are considered, H, C, 0, N, TFor these species.

and shock layer conditions of interest, the shock layer is optically
thiu belew the first major photoionization edge. Furthermore, at
frequencies above the first photoionization edge the absorption
coefficient is cssentially constant. Consequently the frequency
dependent absorption coefficient can be represented by a series of
grey absorption coefficients. For the optically thin groups the grey

absorption coefficient is the Planck mean coefficient.

f o B dv
Av vV
aP = (B.13)
J B dv
Av v
where
C < r - k
- o1 e T] (B.14)



and
Uj(v,T) for j = species H, C, O, N

The absorption cross section has the same form for the atomic species

. . . 2 .
considered (all cross sectiomare given in cm /particle).

0< hv < thJ

: €.
. =7.26 x 10710 1k o L&) - hvi- AJAKT 3 (B.15)
J J [hv]
hy > thJ
- e, - hv tJAT E,
o.=7.26x 10 xTe T —— (B.16)
J J [hv]
vhere
Fj = species statistical weight factor
ej = species ionization energy
A = photoionization edge shift
hv% = species merged energy level limit
gj = species nonhydrogenic correction factor

Reference B,1 did not include molecular absorption or emission. How-

ever, continuum cross section for the molecules N 02, CZ’ C,, and CO

2? 3

were more recently included by Wilson in his Fortran subroutine TRANS
which was obtained from Wilson and forms the basis of the radiative
calculation method of the present work (Ref. B.2). In the present

work the cross sections for H2 and CZH were added., The addition of
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molecules to the radiative calculators dictated several changes in the
continuem caleulation procedure described in Ref. B.l. The following
development includes these changes.

The continuum transport is calculated using a 12-band model (7-
bands were used in Ref. B.,1). 1In each group the absorption

coefficient
o = Z, Njoj j=0N, 0, C, H, CO, C3, C2, 02, N2, HZ’CZH (B.17)
j

is calculated. The equations for the band averaged absorption cross
sections for each band group is listed below.
Group 1: 0 < hv< 5.0 ev

Atomic cross sections

In one band the partial Planck mean is used in which oj for each

element has the form

5.04 x 105kT .k -¢ /KT . 8 2
) ivo T8t aner, ar. L P4 3977
o 5 e e hvg Laj +3 Chv,, ] |

-l hv_ - hy j—‘/k'l‘

AR [ B T J

+ kT {ej + 253,[1&] - Kl e {ej + Bj(h\)B
s ] A

e"{h\)B" h\)T }Lsz[h\)B- h\)T ]kT + ZBJ[kT] J'

2
S } - KT (B.18)

where

10-16 2 2

7.26 x cm ev

~
]

hv 5.0 ev

1
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and

hvB

&

hv_.3

. - KT]
i x 107kt G- e v/ T'(kTB)

L

2 ,hvB\ ~
* 3(1&‘) + o) + 6}

For each atomic species the required parameters are:

j
hv ev e.(ev . .
o ev) j(ev) 0, B
H: 2.40 13.56 1.00 0.0
C: 3.78 11,26 0.30 0.0488
N: 4,22 14,54 0.24 0.0426
0: 4,22 13.51 0.24 0.,0426
Molecular cross sections
fo} =0 =g fe] = =g = = 0.0
02 N2 H2 02 03 CO
Group 2: 5.0 < hv £ 6.0 ev
Atomic cross sections
cj = Eq. (B.16) j=N, O, H, C
Molecular cross sections
-18 -18 - .5/kT
GC = 3, x 10 + 8. x 10 e /k
2
op = 4. x 10718
3
O2 N2 Hz Co C2H

(B.19)
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Group 3: 6.0 < hv < 7.0 ev
Apcmie erony rections
oj = Eq. (B.16) j=N, 0,C, H

Molecular cross sections

o - 1. x 10718
2
B -18 - .7/kT
Sco © 3. x 10 e
c =0 =0 =0 =0 = 0.0
O2 NZ H2 C3 C2H
Group 4: 7.0 < hv < 8.0 ev
Atomic cross sections
cj = Eq. (B.16) j=N, 0, H
_ -17 - 4.18/kT
oc = Eq. (B.16) + 5. x 10 "'e /Zb
Molecular cross sections
_ -17 - .5/kT
O'CO 1.9X10 e
5. = 6.0 x 107
0
2
_ -18
Ocn " 1.3 x 10
2
O =0oyn. "% " % = 0.0
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Group 5: 8.0 < hv <€ 9.0 ev

.53 sections

o, = Ed. (B.16) j=N, 0, H
op = Bd. (B.16) + 5. x 107 e 4'18/RT/2C
+ 2.2 x 107 e 2'68/kT/Eb
Molecular cross sections
Op = 25 % 107
o, = 2.0 x 107"
2
GCz“ - 8.5 % 1077
ONZ = O'Hz = O’C3 = OCZ = 0.0
Group 6: 9.0 < hy < 10.0 ev
Atomic cross sections
o; = Ea. (B.16) j=N,0,H
oc = Ed- (B.16) + 5. 107176 4‘18“"[/:%

+ 2.2 x 10-17e- 2.68/kT

/%

Molecular cross sections

5.0 x 1078

1.0 x 10718
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o =0 =g =g =g = (0.0
C2 N2 H2 C3 CZH
o 0.0 < hv < 10.8 ev
Atomic cross sections
Gj = Eq. (B.16) j =0, N
_ -18 - 10.2/kT
oNy = 3.2 x 10 T e /2ﬁ
r - - - -
o = L8.5 x 10 17 e 1.26/kT + 2.2 x 10 17 e 2.75/xT
- - kT
4 5.0 x 1071 & 418/ s
C
Molecular cross sections
G. — 6.0 x 10719
02
o =g =0 =0 c o} = 0.0
C2 N2 H2 C3 CO C2H
Group 8: 10.8 < hy < 11.1 ev
Atomic cross sections
oj = Eq. (B.16) j=0, N
_ -17 - 3.5/xT,..
oy~ 5.16 x 10 e /LN
o - LS'S < 107 & 1.26/KT _ 5 5 o 107 Y7 e—2.75/kT
+5.0x 10 & 4'18/ij/2
C
Molecular cross sections
o] =0 =0 =0 =g =g =g = 0.0
O2 N2 H2 02 C3 Cco C2H



Group 9: 11.1 < hv < 12.0 ev
“ross sections
o = Eq. (B.16) j=0,H
oy = 516 % 1077 & 3'5/kT/zN
oc = [8.5 X 10-17e- 1.26/kT + 2.2 x 1O-l7e- 2.75/kT
+5.0 x 10-178- 4'18/kT]/zb
Molecular cross sections
oy = 1.0 x 1071°
2
%, " n, - °c, "%, T %0 7 %en T 0.0
Group 10: 12.0 < hv < 13.4 ev
Atomic cross sections
o; = Eq. (B.16) j=0,H
oy = [6.4 21071 & 23T 4506 % 107 & 3'5/ij/zN
o = 99 % 10717 4 8.5 x 10717 & 1-26/KT
+2.2x 107 & 2T L5 0 x 107 @ 4'18A‘T]/zb

Molecular cross sections

og = 1.0x 10”7
2
oy = 2.7 % 10”7
2
OO=O’C =O'C = O
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Group 11: 13.4 < hv £ 14.3 ev

Atomic cross sections

o, = 1.18 x 107 /g,

og = 3.6 x 10-17/2O

oy = [6:4 x 107 & 23T 4 g 15y 1071 & S g
o = [9-9 %107 v 85k 107 & 1.26/KT

17 o 2.75/kT + 10—17 o 4.18/kT>/

1%

+ 2.2 x 10 5.0 x

Molecular cross sections

GV = 1. x 10'-17
Mo
oy = 2.7x 10”7
2
0, c, Cy co c,H

Group 12: 14.3 < hy < 20.0

Atomic cross sections

oy =%~ 0.0
o = 1.0x 10718 4 6.4 x 107 & 23K 4506 x 1073 K s
: L J 7N
o = [9-9 % 10717 4+ 8.5 x 10717 7 1-26/KT
+2.2 x 107 e 23K 450 107 e 41T g
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Molecular cross sections

. = 1.0 x 10718

In the above expressions Zj is the partition function of the j-th
species.
The flux and flux divergence equations in terms of the grey

absorption coefficients for each group k are:

C ,.Ek(O,Y)_ ; , rEk(y,G)_ , ,
Rk ST B (v (5" ,y) - | B, (v')dE, (y,5") (.20)
0 0
- +E (0,y)
C,C o C . e 4 7
Qk = Znog L'Jo B (y)AE (¥, y)
.\ -E (y,8)_ oy o= "
J B (y)dE (y,y") - 2 By | (B.21)
0
where
B = f B (T)dy (B.22)
.’A\)k v

and Ek is determined using Eq. B.4 and the grey absorption coefficient
c
Q’k .

TRANSPORT BY A SINGLE LINE

Consider the transport by system of nonover lapping, electron-
impact broaden lines., An isolated line has a Lorentzian shape
characterized by a strength S and (half) half-width Y, neglecting

line shifts,



o[L =-§\£ i 1 _] (B.23)
v 7 L 2 J
(v - vo) + vy
) 2 ~hy /kT.
0 L, _mne e 0 :
S = J @ dy = i annnl Ll e J (B.24)

and where Nn is the lower state number density and fnn" the f-number.
The f-number represents the transition probability strength and is the
number appropriate for a single line, or multiplet, or whatever
collection of line transitions is represented by the lower state
number density, Nn.

The spatial dependence of the half-width y in the denominator of
Eq. (B.23) precludes a closed- form evaluation of the frequency
integration required by the equivalent width variables W and A. For
computational expediency, the actual half-width in the denominator

of Eq. B.23 is replaced with a spatial average Yy . When the line

center is optically thick in near constant temperature regions the
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effect of the half-width y in the denominator of Eq. B. 23 is negligible.

Thus, the spatially averaged value for y 1is defined such that in the
optically thin limit the correct flux is obtained. To this end,
consider the spatial integral appearing in W(y,y') and Aly,y') of

Eqs. B.6 and B.12.
1 -
Z == J o L(y)dy (B.25)
f VRN
y
Define a transport variable

1
fm

N
n

y
| s v (2.26)
y



then using Eq. B.23 and approximating y(y) in the denominator by ;(z),

£g. B.25 is rewritten as

~ 1 "’

= g —
Liw = vl + 72"

Z (B.27)

where ‘;2(2) is yet to be determined, Note ;(z) is constant over the
interval y to y' but not over the entire shock layer. Using this half-

ridth approximation the following expressions for W(z) and A(z) are

obtained.
W(z) = 2m ; t e—t[IO(t) - Il(t)][continuum attenuation] (B.28)
Az) = S(N[L - e 1 (e)] (B.29)

where t = z/2 ;2

and IO and I1 are modified Bessel functions of the first kind. For

the optically thin limit t << 1

Y
W =J' , S(y)dy (B.30)
y
requires
y
|, s&vees
Y(z) == (B.31)
[ sty
y

For the flux divergence equivalent width calculation the appropriate
value for ; is the value at the local point at which Q(y) is being

calculated, i.e. ; = y(y)
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TRANSPORT BY A COLLECTION OF ISOLATED IINES

To calculate the flux and flux divergence, line groups are used
where a "group'" of lines is defined as a collection of adjacent lines
within a spectral interval across which both the Planck function and
continuum absorption coefficient can be approximated as being
independent of frequency. The contribution from only neutral atom;

H, 0, N and C; transitions are considered since the contribution of
ionic lines are negligible. All lines are considered non-overlapping.
The overlapping corrections are developed in the next section.

Eq. B.5 yields the total flux from all lines in a group if

W(y, y') is interperted as the sum of the equivalent width from each

individual line,
n
by o7 )
W(y,y ) = /. W (y,y") (B.32)

=1
where n is the total number of lines in the group. The right hand side

of Eq. B.32 is approximated with a single expression of the form

n

. * %

) Wo(ysy’) = (s Ly ) (B.33)
m=1

where 8% and y* are line parameters averaged over all lincs in a
group. Assuming that all lines in a group are either optically thin
or optically thick expressions for S* and y* are derived.

For the optically thin limit Eq. B.33 reduces to

— y ny
Z j , Sm(f)d§ = nJ ) S*(y)dy (B.34)
y y



which requires
SRR L S, (B.35)

For the optically thick limit the two sides of Eq. B.33 reduce to

e :r— ‘y - R A~% - ny . . R }2'
LA J g S,(v(Ndy = “LJy, $*(y)y*(y)dy | (B.36)
m

Due to the square root operator a further approximation is made.

- -y ‘3‘ ;2,
{z ,Sm(g')Y@d}A’_} ”*J {Z(S Gy ) 1+ s (B.37)

This approximation is exact if the spatial variation of SmYm is the
same for 21l lines or differs by a constant factor only.

The half-width Ym is proportional to the electron number density

N () (B.38)

me

Ym(§') =

where Bm is a normalized half-width and is constant. The line strength
is proportional to the lower state number density and the induced

emission factor,

16

sm(3:) =1, x 10 mem(S')[l - e'h"/kT]

(B.39)

When all lines within a group have a cormon lower state Eq. B.37 is

exact. Using this as a basis Eqs. B.36 and B.37 yield

1
n S*

yvE = { L.‘ v, ] } (B.40)
m
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which requires
s s (8.35
v uZ, m -35)

m

For the optically thick limit the two sides of Eq. B.33 reduce to

AT 4 ~ n A'% S . . %
},ZL Jy, 5. (NY(N4F | =n | S*E)vE(HdF (B.36)
m

Due to the square root operator a further approximation is made.

- % . - %
{;E:L Jylsm(§)v(§)d§J }2 ~ Jyl { 2,[Sm(§)vm(y)J }2d§ (B.37)
y y m

m
This approximation is exact if the spatial variation of Smym is the
same for all lines or differs by a constant factor only.

The half-width Ym is proportional to the electron number density

ym(§) = BmNe(ﬁ) (B.38)

where Bm is a normalized half-width and is constant. The line strength
is proportional to the lower state number density and the induced

emission factor,

5 (3) = 1. x 10‘16mem(9)[1 - e hV/KT, (B.39)

When all lines within a group have a common lower state Eq. B.37 is

exact. Using this as a basis Eqs. B.36 and B.37 yield

P 2
e Lt @.40)

n S*
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A similar treatment of the flux equivalent width function A yields an
101101 expression for y*.

For each atomic specie individually Eq. B. 37 is reasonable. Thus
for each line group the equivalent width for all lines of a given atom

are computed. The total equivalent width for all lines of the group

becomes
n
(_— ¥ -
y W = W.(S* JE B.41
L m(y,y) L0 J( J,YJ) ( )
m=1 h|

where Wj is the lumped equivalent width for each atom and where nj,
Sj* and yj* refer to the effective line parameters for that atom. The
parameters Sj* and yj* are calculated from Egs. B.35 and B.40 where
the surmation includes only those lines for a given atomic species.
Using Eqs. B.38 and B.39 the line width and line strength can be

expressed as

wm
st
it

*
1. x 10’16Njfj [1- & WV/KTy (B.42)
Y'* = N 8.* (B.QB)

The fj* and B terms are

n -em/kT
J £ g e
% =
fJ Z (B.44)
m J'
n. -em/kT
e %
% =
sj an + L J (B.45)
i 4 J

The line spectrum for H, c, N, O, atoms was collected into nine groups.

Within each group four "effective lines" were considered, one for each



atomic species. The f-number and half-width fj*, Yj* are calculated

by rewritting Eqs. B.44 and B.45.

R SR iy J
fj* = Z‘ f}z Pz (B.46)
J g
n. £.%
ity 4

where all transitions energies are calculated with respect to a common
lower state £ and where PzJ is the fractional population of state £

in species j.

. e-e:‘a/k']?
p,} - —i‘—f—— (B.48)
]
min 4
3.1
[fB,ljlz = 2 [mem]% (B.50)
min 4

The states 4 considered for the H, C, N, and O species are listed in
Tab. B.l.

The data for the spectral 1inés considered is given in Tab. B.2.
For each line group, its spectral location and interval is listed.
For each element the number of lines nj in the group and for each
3y

state £ of that element the parameters fzJ and (faz are listed.

TRANSPORT BY OVERLAPPING LINES

This section considers the correction to the group equivalent

width which accounts for overlapping lines.
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The correct expression for the equivalent width for a collection
of m lines within a group is (omitting the continuum attenunation

factor for simplicity)

r y Loy A
= - expl- E |
wgroup JD Ll exp< Jylam (y)dy>Jdv (B.51)
m

where the summation is over all lines and D is the spectral interval

c-vered by the group. For the case of no lines overlapping in a group.

wgroup = WI = Z,wm (B.52)

However, when lines do overlap, an analytical result for the frequency
integration in Eq. B.51 is not available. To avoid prohibitive calcu-
lation time required by a frequency integration an empirical
correlation for the line group equivalent width for overlapping lines
is used.

The spectral interval D defining a particular line group is a
fixed interval. When the lines are optically thick and strongly
overlapping within the interval, the line group equivalent width
approaches the value of D. Thus a means of measuring the amount of
overlapping within a group is to compare the isolated line value WI

with D. By comparison with exact calculations Wilson showed that the

group equivalent width was correlated quite well by

Weroup _ 2 -1 1 Wim
D = tan L 2D (B.53)
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For the flux divergence calculation, the parameter

averlapping is

[ k@
I(y,y’) = 8(») - Aly,y") =jaVL(y)e y' v dy

which, for a group, is
r = I - o L( ) ex P 7 L(A)d“i} dv
group Di'Z‘ m Y P J O Y
m y
For non-overlapping lines this parameter becomes

1"group - I11 - Zrm
m

effected by

(B.54)

(B.55)

(B.56)

Numerical results indicated that this parameter also could be

correlated with the ratio WI/D by the expression

r‘g:coug - e-wI/D
rI

(B.57)

The two correlations, Eqs. B.53 and B.57, were found sufficient to

account for line overlapping in the transport process.

LOCAL SOLUTIONS FOR THE FLUX DIVERGENCE

The numerical evaluation of the line flux term, Eq. B.5, and the

flux divergence terms, Egs. B.8, B.9 and B.10, present no particular

problems. However, as noted by Wilson the numerical evaluation of

&t

of Eq. B.ll presents difficulties for the case of optically

thick lines. To eliminate this problem Eq. B.1ll is written as

(omitting the continuum attenuation for convenience)
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JA0,Y) A(y,8)
QL’L = 2m | B(y )dA(y,y') + ?-ﬂj B(y)dA(y',y)
AGAY ) AGry )
L,L,- L,L,+
+ Qo ca1 T Qocal (8.58)
where
A(Ay-) )
OL,L," = 211'[“. B(y')dA(y:y ) - S(y)B(y)] (3.59)
local 0
ARy
QL’L’+ = ZﬂEJ B(yl)dA(y',y) - S(y)B(y)} (3.60)
local 0

pifficulties occur when, for a line which is very optically thick,
AA- - S(y). The solution is found by evaluating the integral in B.59

or B.60 by parts. For example,

- - I
QL,L, = B(At )A(At ) - J A(t) -3—%- dt (5.61)
0

local

z/i?z. Replacing dB/dt by constant

where t

ap _ B(At ) - B(O)

dB _ (B.62)
dt At
Eq. B.61 becomes
bl = - BTG [(B(atT) - B(O)] AE) (8.63)
local
where
FOE) = S - AGE) = e 121 @ 12) (B.64)
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. At AL - .
Alat ) =J A(t)dt = e At /Z[Io(At /2) + Il(At /2)] (B.65)
0

fquarion L.uo provides the correct 1imiting form for the flux diver-

At >>1, An analogous

gence for the case of very large optical depth,

L .
equation for Q > is used.

local



TABLE B.1 (from Ref. B.1)

FRACTIONAL POPULAT ION DATA

362

Element J State £ ) €
H 1 2 0
2 8 10.20
c 1 9 0
2 5 1.264
3 1 2.684
4 5 4,183
5 12 7.532
6 36 8.722
7 60 9.724
N 1 4 0
2 10 2.384
3 6 3.576
4 18 10.452
5 54 11.877
6 90 13,002
0 1 9 0
2 5 1.967
3 1 3.188
4 8 9,283
5 24 10.830
6 40 12.077




¥
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) 1
TABLE B.2 (from Ref. B.1)

LINE GROUP DATA

r————— Center —g;ectral 4—1Number .
Grou? Freguency In%erval Element of State fzJ (f[—)JLJ)l/2
No. i} potcey) | DY (eW) i |vines ny| 4
1 1.30 ev| .600 ev] C 28 5 11.16 7.42(-11)%
6 |1.12 1.91(-10)
7 19.97(-1)} 4.89¢- 9)
N 30 4 |2.08(-1)f 1.48(-11)
5 |1.52 2.26(-10)
6 |1.12 4.79(-10)
0 10 5 |1.04 1.22(-10)
6 |1.14 2.87(-10)
2 2.70 eV] 2.20 eV 3 5 |8.05(-1){2.37(-10)
c 7 s l4.06(-2){9.40(-12)
6 |6.98(-2){7.94(-11)
N 16 4 19.08(-1)]1.64(-10)
s 13.15(-2)}7.01(-11)
0 11 4 |1.02 6.13(-11)
5 |8,25(=2){7.19(-11)
3 5 75 ev| 1.50 ev]| C 2 2 17.29(-2)]9.18(~12)
3 16.76(-2)]8.75(-12)
4 7.57 ev] 1.65 eVl C 8 1 l1.05¢-1)]9.57(-12)
2 11.10(-2)|4.86(-12)
3 |1.50(-1)]5.93(-10)
N 2 2 17.40(-2){8.22(-12)
3 |6.34(-2)]7.60(-12)
5 9.10 eV | 1.40 eV| C 14 1 13.29¢-1)|3.65(-11)
2 11.18(-1)15.77(-10)
4 12.36(~-1)]6.56(-11)
N 4 3 1.08(-1) 3.09(-11)
0 1 4.71(-2)]5.08(-12)
Note: 7.42(=11) = 7.42 % 1071t
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‘Group Frequency

7 11.40 eV

g |12.70 eV

TABLE B.2 (Ref. B.1)

(Continued)

9 13.90 eV

I—
i;€22221 Element (fgzj)l/2
D*(eV) j j J_J
r____—__. -
1.00 eV H 1 |4.16¢-1) 3.02¢-1D)
c 4 L 18.65(-2) 2.35(-10)
N 16 1 |1.8a¢-D] 1.07¢1D
s |2.90(-1) 4.41(-1D
5 |s.64(-2)| 2.28(-10)
0 2 3 |1.51¢-1D)
._______k__;_____._;%__
1.20 eV C 6 1
2 2.10(-10)
N 14 1 2.71(-12)
2 2.34(~10)
3 2.66(-11)
0 3 3 2.52(=11)
1.40 eV 2 L |1.08(-1)| 1.32¢-10)
C L 13.79¢-D) 1.95¢1D
3 |1.05 1.27(-11)
N 11 1 |1.55¢-1) 2.98¢-1D
s |1.42¢-1)| 7.08(¢-1D)
5 |3.75(-2)| 1.33(-10)
0 15 1 |1.46¢-1)] 1.97¢10)
» ls.61(-2)| 1.80(-11)
] |3 le.33¢2| 8.13C1D
1.00 eV 1 5 12.95¢-1)| 5.85(-12)
N 11 1 |2.26¢-1] 3.41(¢-10)
5 12.92¢-2)| 1.48(-10)
0 10 L |s.26¢-2)] 5.76(-12)
s |7.22¢-2)| 7.20¢-1D)
] ‘ 3 \6.04(—2) 8.05(-11)

364




365

APPENDIX B

References

B.1 Wilson, K. H., nSragnation Point Analysis of Coupled Viscous-
Radiative Flow with Massive Blowing," NASA CR- 1548,
June 1970.

B.2 Wilson, K. H., Personal communication, August 1970.



